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Abstract

I will review a couple of specific neural networks that are extremely
successful in their intended applications. The convolution networks and
recurrent networks have been successfully applied to image data and sequential
data, respectively. Thus they are worthy of special attention not only because of
their long established successes in practice but also because they probably
represent two fundamental aspects of learning, one with a prominent space
component and the other with a prominent time component. One of the goals of
this review is to explain ideas empowered by these two neural networks.
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