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Abstract

The existence results for an abstract Cauchy problem involving
a higher order differential inclusion with infinite delay in a Banach
space are obtained. We use the concept of the existence family to
express the mild solutions and impose the suitable conditions on the
nonlinearity via the measure of noncompactness in order to apply the
theory of condensing multimaps for the demonstration of our results.
An application to some classes of partial differential equations is given.
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1. Introduction

In this work we study the Cauchy problem for higher order differential in-
clusion of the following form:

u(N)(t) +

N−1∑

i=0

Aiu
(i)(t) ∈ F (t, u(t), ut), t ∈ [0, T ],(1.1)

u(i)(0) = ui, i = 1, . . . , N − 1,(1.2)

u(s) = ϕ(s), s ∈ (−∞, 0],(1.3)

where N > 1, Ai, i = 0, . . . , N − 1, are linear operators in a Banach space
(X, ‖ · ‖) and F is a multivalued map, whose properties will be described
in the next section. Here ut is the history of the state function u up to the
time t, that is ut(s) = u(t+ s) for s ∈ (−∞, 0].

It should be noted that the higher order differential equations and in-
clusions of the form (1.1) appear in many realistic models, emerging from
mechanics, physics, engineering, control theory etc., in which Ai stands for
some partial differential operators. One of the approaches to deal with such
problems consists of the reducing them to a first order system in a suit-
able solution space and to apply the semigroup theory. However, as it was
pointed out in [12, 33, 37], this way may be unpractical in the situation
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when the solution space is difficult to construct or it is complicated for ap-
plications. In addition, as it was mentioned in [12, 38], the direct treatment
of higher order problems allows to get more general results.

The abstract Cauchy problem for the case N = 1 has been studied
extensively by the application of powerful methods of the semigroup the-
ory. The description of these methods and comprehensive references can
be found, e.g., in [11, 24, 33, 36]. Later on, by using the generalizations
for the concept of strongly continuous semigroup, namely, integrated semi-
group (see for example, [1, 2, 5, 22, 29, 35]) and regularized semigroup (see
[7, 37]), a wide class of first order and second order differential equations
and inclusions has been investigated without the assumption that the op-
erator coefficients Ai must be densely defined. We refer to some researches
which relate directly to our work, in [7, 8, 17, 20, 26, 31, 32, 38]. In addi-
tion to the notions of an integrated semigroup and a regularized semigroup,
a general concept of so-called existence family was introduced in [9, 10]
and its extension for higher order differential equations was proposed in
[39]. In [9], an example was given to demonstrate that there are limita-
tions to both integrated semigroup and regularized semigroup approaches.
More precisely, for some equations, the operator Ai generates neither an
integrated semigroup nor a regularized semigroup, especially in the case
when Ai is formed by a matrix of operators. The reason is that the inte-
grated semigroup requires the operator to have the non-empty resolvent set,
while regularized semigroup involves commutative property of the operator
entries.

Using the concept of existence family from [39], we prove the solvability
of problem (1.1)–(1.3) under some conditions imposed on nonlinear multi-
valued map F . Our method consists of the employing the fixed point tech-
nique for multivalued condensing maps and the typical assumption on F

is expressed in the terms of the measure of non-compactness. This tech-
nique was developed in [21]. The reader can find also the relevant appli-
cations of multivalued analysis to the theory of differential inclusions in
[3, 4, 6, 15, 19, 23].

At last, it is worth noting that the study of dynamical systems with
unbounded delay attracts the attention of many researchers, see, e.g., [18,
25, 13, 14, 27, 28, 31] and the references therein. Usually, it is assumed that
the distributed infinite delay belongs to a special seminormed functional
space, whose axioms were introduced by J.K. Hale and J. Kato [16], see
also [18].
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In the next section, we recall some basic facts concerning the notions of
the existence family, the phase space for delay differential equations and
inclusions, the measures of non-compactness, and the condensing multival-
ued maps. Section 3 is devoted to the local and global existence results
for problem (1.1)–(1.3). In the last section, we present an application to
the existence of solutions for some classes of nonlinear partial differential
equations.

2. Preliminaries

2.1. Existence family

For a linear operator A in a Banach space (X, ‖ · ‖), we denote by D(A) and
R(A), the domain and the range of A, respectively. The notation [D(A)]
stands for the normed space D(A) endowed with the graph norm

‖x‖[D(A)] = ‖x‖+ ‖Ax‖, x ∈ D(A).

Let L(X) be the space of all bounded linear operators on X. For B ∈ L(X),
by [R(B)] we denote the Banach space R(B) with the norm

‖x‖[R(B)] = inf{‖y‖ : By = x}.

For a positive constant ω, we say that G ∈ LTω−L(X) if G : (ω,∞) → L(X)
and there exists a continuous function H : [0,∞) → L(X), ‖H(t)‖ = O(eωt)
such that for all λ > ω, we have

G(λ)x =

∫ ∞

0
e−λtH(t)xdt, for all x ∈ X.

The characterizations of the space LTω −L(X) can be found in [1, 37]. For
λ ∈ R, set

Pλ = λN +
N−1∑

i=0

λiAi, Rλ = P−1
λ

if the inverse exists.
Let E0 ∈ L(X) be injective. We recall the definition of the E0-existence

family from [39].

Definition 2.1. The strongly continuous family of operators {E(t)}t>0 ⊂
L(X) is said to be an E0-existence family for the collection of operators
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(Ai)
N−1
i=0 if for any x ∈ X, t > 0, we have E(·)x ∈ CN−1((0,∞);X),

E(i−1)(t)x ∈ D(Ai), AiE
(i−1)(·)x ∈ C((0,∞);X), i = 0, . . . , N − 1, and

E(t)x+

N−1∑

i=0

Ai

∫ t

0

(t− s)n−i−1

(n − i− 1)!
E(s)xds =

tN−1

(N − 1)!
E0x,

where

E(j)(t)x =
dj

dtj
(E(t)x), j ∈ N,

E(−j)(t)x =

∫ t

0

(t− s)j−1

(j − 1)!
E(s)xds, j ∈ N\{0}.

For an example of the existence family, see [39]. Recall the connection of the
existence family to integrated and regularized semigroups in the case N = 1
(see [9]).

Let C ∈ L(X) be injective. Assume that A is a closed linear operator
in X such that CA ⊂ AC. Then the C-resolvent set of A is defined by

ρC(A) = {λ ∈ C : (λI −A) is injective,

R(C) ⊂ R(λI −A) and (λI −A)−1C ∈ L(X)}.

Definition 2.2. Let ω, r ∈ R, r > 0. If (ω,+∞) ⊂ ρC(A) and there exists
Sr(·) : R

+ → L(X) satisfying t 7→ Sr(t)u ∈ C(R+;X) for each u ∈ X such
that

‖Sr(t)‖L(X) 6Meωt, t > 0, M > 0,

and

(λI −A)−1Cu = λr
∫ +∞

0
e−λtSr(t)dt, λ > ω, u ∈ X,

then we say that A is a subgenerator of an r-times integrated, C-regularized
semigroup {Sr(t)}t>0. If r = 0 (respectively, C = I), then {Sr(t)}t>0 is
called a C-regularized (respectively, r-times integrated) semigroup and A is
said to be a generator of {Sr(t)}t>0.

The properties of r-times integrated, C-regularized semigroup can be found
in [9, 37]. Notice that, if r ∈ N, λ0 ∈ ρI(A), then A is the generator of an r-
times integrated semigroup if and only if A is the generator of a (λ0I−A)

−r-
regularized semigroup (see for instance, [37, Theorem 1.6.7]). The following
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assertion shows the relation between an existence family and a C-regularized
semigroup.

Theorem 2.1 ([9]). Suppose that {W (t)}t>0 is a C-regularized semigroup,

generated by an extension of A. If
∫ t
0 W (s)xds ∈ D(A) for t > 0, x ∈ X

then {W (t)}t>0 is a C-existence family for A.

The condition ensuring that an E0-existence family for (Ai)
N−1
i=0 exists, is

given in the next statement.

Theorem 2.2 ([39]). Suppose that the operators Ai, i = 0, . . . , N − 1,
are closed and Pλ is injective for λ > ω. Then the collection of operators

(Ai)
N−1
i=0 has an E0-existence family {E(t)}t>0 ⊂ L(X) satisfying

‖E(N−1)(t)‖, ‖AiE
(i−1)(s)‖ 6Meωt, i = 0, . . . , N − 1,

if and only if R(E0) ⊂ R(Pλ) and

(2.1) λN−1RλE0, λ
i−1AiRλE0 ∈ LTω − L(X), i = 1, . . . , N − 1.

For 0 6 k 6 N − 1, denote

(2.2) Dk =

{
x ∈

k⋂

j=0

D(Aj) : Ajx ∈ R(E0) for all 0 6 j 6 k

}
.

For the associated with (1.1)–(1.3) homogeneous problem

u(N)(t) +

N−1∑

i=0

Aiu
(i)(t) = 0, t > 0,(2.3)

u(i)(0) = ui, i = 1, . . . , N − 1, u(0) = u0 = ϕ(0)(2.4)

we have the following result for the existence of a classical solution, by which
is meant the function u(·) ∈ CN((0,∞);X) such that u(i)(t) ∈ D(Ai), t > 0,
0 6 i 6 N − 1, satisfying (2.3)–(2.4).

Theorem 2.3 ([39]). Assume that there exists an E0-existence family

{E(t)}t>0 for (Ai)
N−1
i=0 , then for u0 ∈ D0, . . . , uN−1 ∈ DN−1, problem
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(2.3)–(2.4) admits a solution given by

u(t) =
N−1∑

i=0


 t

i

i!
ui −

i∑

j=0

∫ t

0

(t− s)i−j

(i− j)!
E(s)vijds


 , t > 0,

where vij ∈ X are such that

Ajui = E0vij, 0 6 j 6 i, 0 6 i 6 N − 1,

and the solution satisfies, for some locally bounded positive function R(t),
the estimates

(2.5) ‖uN (t)‖, ‖u(k)(t)‖[D(Ak)] 6 R(t)

N−1∑

i=0


‖ui‖+

i∑

j=0

‖Ajui‖[R(E0)]




for all t > 0 and 0 6 k 6 N − 1.

2.2. Phase space

Let (B, | · |B) be a semi-normed linear space, consisting of functions mapping
(−∞, 0] into a Banach space X. The definition of a phase space B, intro-
duced in [16], is based on the following axioms stating that, if a function
v : (−∞, T ] → X is such that v|[0,T ] ∈ C([0, T ];X) and v0 ∈ B, then

(B1) vt ∈ B for t ∈ [0, T ];

(B2) the function t 7→ vt is continuous on [0, T ];

(B3) |vt|B 6 K(t) sup{‖v(s)‖X : 0 6 s 6 t} + M(t)|v0|B, where K,M :
[0,∞) → [0,∞), K is continuous, M is locally bounded, and they are
independent of v.

Let us give an example of phase space. Suppose that 1 6 p < +∞, 0 6 r <

+∞ and g : (−∞,−r] → R is nonnegative, Borel measurable function on
(−∞,−r). Let CLp

g is a class of functions ϕ : (−∞, 0] → X such that ϕ is
continuous on [−r, 0] and g(θ)‖ϕ(θ)‖pX ∈ L1(−∞,−r). A seminorm in CLp

g

is given by

(2.6) |ϕ|CLp
g
= sup

−r6θ60
{‖ϕ(θ)‖X}+

[ ∫ −r

−∞
g(θ)‖ϕ(θ)‖pXdθ

] 1

p

.
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Assume further that

∫ −r

s
g(θ)dθ < +∞, for every s ∈ (−∞,−r) and(2.7)

g(s + θ) 6 G(s)g(θ) for s 6 0 and θ ∈ (−∞,−r),(2.8)

where G : (−∞, 0] → R
+ is locally bounded. From [18], we know that if

(2.7)–(2.8) hold true, then CLp
g satisfies (B1)–(B3). For more examples of

phase spaces, see [18].

2.3. Measures of non-compactness and condensing multivalued

maps

Recall some basic facts from multivalued analysis, which will be used in this
paper. For more details see [3, 4, 6, 15, 19, 21, 23].

Let Y be a Banach space. We denote

• P(Y ) = {A ⊂ Y : A 6= ∅},

• Pv(Y ) = {A ∈ P(Y ) : A is convex},

• K(Y ) = {A ∈ P(Y ) : A is compact},

• Kv(Y ) = K(Y ) ∩ Pv(Y ),

• C(Y ) = {A ∈ P(Y ) : A is closed},

• Pb(Y ) = {A ∈ P(Y ) : A is bounded}.

We will use the following general definition of the measure of non-compactness
(see, e.g., [21]).

Definition 2.3. Let E be a Banach space and (A,>) a partially ordered set.
A function β : P(E) → A is called a measure of non-compactness (MNC) in
E if

β(co Ω) = β(Ω) for every Ω ∈ P(E),

where co Ω is the closure of convex hull of Ω. A MNC β is called

(i) monotone, if Ω0,Ω1 ∈ P(E) such that Ω0 ⊂ Ω1, then β(Ω0) 6 β(Ω1);

(ii) nonsingular, if β({a} ∪ Ω) = β(Ω) for any a ∈ E ,Ω ∈ P(E);
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(iii) invariant with respect to union with compact set, if β(K ∪ Ω) = β(Ω)
for every relative compact set K ⊂ E and Ω ∈ P(E);

If A is a cone in a normed space, we say that β is

(iv) algebraically semi-additive, if β(Ω0 + Ω1) 6 β(Ω0) + β(Ω1) for any
Ω0,Ω1 ∈ P(E);

(v) regular, if β(Ω) = 0 is equivalent to the relative compectness of Ω.

An important example of a real-valued MNC is the Hausdorff MNC, defined
as

χ(Ω) = inf{ε : Ω has a finite ε-net}.

It should be mentioned that, the Hausdorff MNC satisfies all properties
given in above Definition, and, additionally, it has the following features:

• if L is a bounded linear operator in E , then χ(LΩ) 6 ‖L‖χ(Ω);

• in separable Banach space E , χ(Ω) = limm→∞ supx∈Ω d(x, Em), where
{Em} is a sequence of finite dimensional subspaces of E such that Em ⊂
Em+1,m = 1, 2, . . . and

⋃∞
m=1 Em = E .

Definition 2.4. A multi-valued map (multimap) F : X → P(Y ) is said to
be

(i) upper semi-continuous (u.s.c) if F−1(V ) = {x ∈ X : F(x) ⊂ V } is an
open subset of X for every open set V ⊂ Y ;

(ii) compact if its range F(X) is relatively compact in Y ;

(iii) quasicompact if its restriction to any compact subsetA ⊂ X is compact.

In the sequel we will need the following assertion.

Theorem 2.4 ([21]). Let X and Y be metric spaces and F : X → K(Y ) a
closed quasicompact multimap. Then F is u.s.c.

Definition 2.5. A multimap F : X ⊂ E → K(E) is said to be condensing
with respect to a MNC β (β-condensing) if for every bounded set Ω ⊂ X

that is not relatively compact, we have

β(F(Ω)) 6≧ β(Ω).
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Suppose that D ⊂ E is a nonempty closed convex subset and U is open set
in E such that UD := U ∩D 6= ∅. We denote by UD and ∂UD, the closure
and boundary of UD in the relative topology of D, respectively. Let β be a
monotone nonsingular MNC in E and

Fix(F) := {x : x ∈ F(x)}

the fixed point set of F .
The application of topological degree theory for condensing multimaps

(see [21]) yields the following fixed point results.

Theorem 2.5 ([21, Corollary 3.3.1]). Let M be a bounded convex closed

subset of E and F : M → Kv(M) a u.s.c. β-condensing multimap. Then

Fix(F) is a nonempty and compact set.

Theorem 2.6 ([21, Corollary 3.3.3]). Let U be a bounded open neighbour-

hood of 0 ∈ D and F : UD → Kv(D) a u.s.c β-condensing multimap

satisfying the boundary condition

u 6∈ λF(u)

for all u ∈ ∂UD and 0 < λ 6 1. Then Fix(F) is a nonempty compact set.

Let X be a Banach space.

Definition 2.6. Let G : [0, T ] → K(X) be a multifunction.Then G is said
to be

• integrable, if it admits a Bochner integrable selection. That is there
exists g : [0, T ] → X, g(t) ∈ G(t) for a.e. t ∈ [0, T ] such that∫ T
0 ‖g(s)‖Xds <∞;

• integrably bounded, if there exists a function ξ ∈ L1([0, T ]) such that

‖G(t)‖ := sup{‖g‖X : g ∈ G(t)} 6 ξ(t) for a.e. t ∈ [0, T ].

The multifunction G is called measurable if G−1(V ) measurable (with re-
spect to the Lebesgue measure in [0, T ]) for any open subset V of X. We say
that G is strongly measurable if there exists a sequence Gn : [0, T ] → K(X),
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n = 1, 2, . . . of step multifunctions such that

lim
n→∞

H(Gn(t), G(t)) = 0 for a.e. t ∈ [0, T ],

where H is the Hausdorff metric in K(X).

It is known that, in the case when X is a separable, the definitions of mea-
surable and strongly measurable multifunctions are equivalent and they are
equivalent to the assertion that the function t 7→ dist(x,G(t)) is measurable
on [0, T ] for each x ∈ X. Furthermore, if G is measurable and integrably
bounded, then it is integrable, that is the set of all Bochner integrable se-
lections

S1
G = {g ∈ L1(0, T ;X) : g(t) ∈ G(t) for a.e. t ∈ [0, T ]}

is non-empty.

Definition 2.7. We say that the multimap G : [0, T ] × X × B → K(X)
satisfies the upper Carathéodory conditions if

(1) the multifunction G(., η, ζ) : [0, T ] → K(X) is strongly measurable for
each (η, ζ) ∈ X × B,

(2) the multimap G(t, ., .) : X × B → K(X) is u.s.c for a.e. t ∈ [0, T ].

The multimap G is said to be locally integrably bounded if for each r > 0,
there exists the function ωr ∈ L1([0, T ]) such that

‖G(t, η, ζ)‖ = sup{‖z‖X : z ∈ G(t, η, ζ)} 6 ωr(t) a.e.t ∈ [0, T ]

for all (η, ζ) ∈ X × B satisfying ‖η‖X + |ζ|B 6 r.

Assuming that the multimap G : [0, T ]×X ×B → K(X) satisfies the upper
Carathéodory conditions and is locally integrably bounded, for a function
u : (−∞, T ] → X such that u|[0,T ] ∈ C([0, T ];X) and u0 ∈ B, consider the
superposition multifunction

Φ : [0, T ] → K(X), Φ(t) = G(t, u(t), ut).

By the axioms of phase space, we see that t 7→ ut ∈ B is a continuous
function. Then Φ is integrable. The proof can follow the same way as in
[21, Theorem 1.3.5].
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As a consequence, for any τ ∈ (0, T ], we can define the superposition muti-
operator

PG(u) := S1
Φ = {φ ∈ L1(0, τ ;X) : φ(t) ∈ G(t, u(t), ut) for a.e. t ∈ [0, τ ]}.

Let

CX(−∞, τ) = {u : (−∞, τ ] → X | u0 ∈ B and u|[0,τ ] ∈ C([0, τ ];X)},

be the linear topological space endowed with the seminorm

‖u‖CX (−∞,τ) = |u0|B + ‖u‖C([0,τ ];X).

We have the following weakly closedness property for PG, generated by
convex-valued multimap G, whose proof can be proceeded as in [21, Lemma
5.1.1].

Lemma 2.7 Let G : [0, τ ]×X×B → Kv(X) be a locally integrably bounded,

upper Carathéodory multimap and {un} be a sequence in CX(−∞, τ) con-

verging to u∗ ∈ CX(−∞, τ). Suppose that the sequence {φn} ⊂ L1(0, τ ;X),
φn ∈ PG(un) weakly converges to a function φ∗, then φ∗ ∈ PG(u∗).

3. Main results

Let X0 = [R(E0)] ⊂ X. Let us consider the multimap F : [0, T ]×X ×B →
Kv(X0) arising in problem (1.1)-(1.3). Recalling that the operator E0 is
injective, we define the multimap F0 : [0, T ]×X × B → Kv(X) as

(3.1) F0 = E−1
0 F.

We assume that the multimap F0 satisfies the following hypotheses:

(F1) F0 : [0, T ] ×X × B → Kv(X) is an upper Carathéodory multimap;

(F2) F0 is locally integrably bounded;

(F3) For any bounded subsets Q ⊂ B and Ω ⊂ X, we have

χ(F0(t,Ω,Q)) 6 h(t)χ(Ω) + k(t)ψ(Q) for a.e. t ∈ [0, T ],

where h, k ∈ L1(0, T ;X) and
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(3.2) ψ(Q) = sup
θ60

χ(Q(θ))

is the modulus of fiber noncompactness of Q.

Remark 3.1. In the case X = R
m, condition (F3) can be deduced from

(F2). Indeed, the local integral boundedness property implies that the set
F0(t,Ω,Q) is bounded in R

m for a.e. t ∈ [0, T ] and hence it is precompact.

If dim(X) = +∞, then a particular case of the fulfilling (F3) is the following:

F0(t, ., .) : X × B → Kv(X)

is completely continuous for a.e. t ∈ [0, T ], i.e., F0(t, ., .) maps any bounded
set in X × B to a relatively compact set in X.

Remark 3.2. If the operator E−1
0 is bounded, properties (F1)–(F3) for the

multimap F0 easily follow from the corresponding properties for F .

Motivated by [39], we give the definition of a mild solution for (1.1)–(1.3) in
the following way.

Definition 3.1. Let ui ∈ Di, i = 0, . . . , N − 1 with u0 = ϕ(0). For a given
τ ∈ (0, T ], a function u ∈ CX(−∞, τ) is called a mild solution to problem
(1.1)–(1.3) on interval (−∞, τ ] if it satisfies the integral equation

u(t) =





ϕ(t), for t 6 0,

w(t) +

∫ t

0
E(t− s)φ(s)ds for t ∈ [0, τ ],

where φ ∈ PF0
(u) and w is the solution of homogeneous problem (2.3)-(2.4)

on [0, τ ].

Since the family {E(t)}t>0 is strongly continuous, we are able to define the
operator S : L1(0, τ ;X) → C([0, τ ];X) by

S(f)(t) =

∫ t

0
E(t− s)f(s)ds.(3.3)

The following assertion can be proved by using the same arguments as in
[21, Lemma 4.2.1].
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Proposition 3.1. The operator S has the following properties:

(S1) There exists C0 > 0 such that

‖S(f)(t)− S(g)(t)‖X 6 C0

∫ t

0
‖f(s)− g(s)‖Xds

for every f, g ∈ L1(0, τ ;X), t ∈ [0, τ ];

(S2) for any compact K ⊂ X and sequence {fn} ⊂ L1(0, τ ;X) such that

{fn(t)} ⊂ K for a.e. t ∈ [0, τ ], the weak convergence fn ⇀ f implies

S(fn) → S(f).

The results of Proposition 3.1 lead to the following assertion, which is similar
to [21, Corollary 4.2.4].

Proposition 3.2 Let {ξn} ⊂ L1(0, τ ;X) be integrably bounded, i.e.,

‖ξn(t)‖ 6 ν(t), for a.e. t ∈ [0, τ ],

where ν ∈ L1([0, τ ]). Assume that there exists q ∈ L1([0, τ ]) such that

χ({ξn(t)}) 6 q(t), for a.e. t ∈ [0, τ ].

Then

χ({S(ξn)(t)}) 6 2C0

∫ t

0
q(s)ds

for each t ∈ [0, τ ].

Definition 3.2. A sequence {ξn} ⊂ L1(0, τ ;X) is called semicompact if it
is integrably bounded and the set {ξn(t)} is relatively compact in X for a.e.
t ∈ [0, τ ].

Following [21, Theorem 4.2.1 and Theorem 5.1.1], we have

Proposition 3.3. If {ξn} ⊂ L1(0, τ ;X) is a semicompact sequence, then

{ξn} is weakly compact in L1(0, τ ;X) and {S(ξn)} is relatively compact in

C([0, τ ];X). Moreover, if ξn ⇀ ξ0 then S(ξn) → S(ξ0).
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For any function v ∈ C([0, τ ];X) belonging to a closed convex subset

(3.4) D0 = {v ∈ C([0, τ ];X) : v(0) = ϕ(0)},

where ϕ is the initial function, define a function v[ϕ] ∈ CX(−∞, τ) as

(3.5) v[ϕ](t) =

{
ϕ(t), if t 6 0,

v(t), if t ∈ [0, τ ].

Then it is easy to see that the function u ∈ CX(−∞, τ) is a mild solution to
problem (1.1)–(1.3) if it can be represented as

u = v[ϕ],

where v ∈ D0 is a fixed point of the multioperator

G : D0 ⊸ D0

of the form

G(v) = w + S ◦ PF0
(v[ϕ]),

where w is the solution of homogeneous problem (2.3)–(2.4).

Lemma 3.4. Assume that F0 satisfies (F1)–(F3). Then G is a closed mul-

tioperator with compact convex values.

Proof. It is clear that it is sufficient to prove the assertion for the multimap
G̃ : D0 ⊸ C([0, τ ];X),

G̃(v) = S ◦ PF0
(v[ϕ]).

Assume that {vn} ⊂ D0 converges to v∗ in D0 and zn ∈ G̃(vn) is such that
zn → z∗ in C([0, τ ];X). We show that z∗ ∈ G̃(v∗)). Let ξn ∈ PF0

(vn[ϕ]) be
such that zn = S(ξn). Then we have

ξn(t) ∈ F0(t, vn(t), vn[ϕ]t) for a.e. t ∈ [0, τ ],

and by using (F2), we conclude that {ξn} is integrably bounded. Further-
more, hypothesis (F3) implies that

(3.6) χ({ξn(t)}) 6 h(t)χ({vn(t)}) + k(t)ψ({vn[ϕ]t}) for a.e. t ∈ [0, τ ].
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The convergence of {vn} in C([0, τ ];X) implies that χ({vn(t)}) = 0 for all
t ∈ [0, τ ]. On the other hand,

(3.7) ψ({vn[ϕ]t}) = sup
θ60

χ({vn[ϕ](t+ θ)}) = sup
s∈[0,t]

χ({vn(s)}) = 0.

Thus taking into account estimate (3.6), we arrive at

χ({ξn(t)}) = 0 for a.e. t ∈ [0, τ ]

and so {ξn} is a semicompact sequence. It follows from Proposition 3.3 that
{ξn} is weakly compact in L1(0, τ ;X) and {S(ξn)} is relatively compact in
C([0, τ ];X), that is we may assume, w.l.o.g., that ξn ⇀ ξ∗ in L1(0, τ ;X)
and zn = S(ξn) → S(ξ∗) = z∗ in C([0, τ ];X). Now applying Lemma 2.7, we
have ξ∗ ∈ PF0

(v∗[ϕ]) and then z∗ = S(ξ∗) ∈ S ◦ PF0
(v∗[ϕ]) = G̃(v∗).

It remains to prove that the multimap G̃ has compact values. Let
{zn} ⊂ G̃(v) for any v ∈ D0. Then there exists {ξn} ∈ PF0

(v[ϕ]) such that
zn = S(ξn). By using hypotheses (F2)–(F3), we obtain that the sequence
{ξn} is semicompact, and so {S(ξn)} is relatively compact in C([0, τ ];X) by
Proposition 3.3. The convexity of values of G̃ is obvious.

Lemma 3.5. Under the conditions of Lemma 3.4, the multioperator G is

u.s.c.

Proof. Again it is sufficient to prove this assertion for G̃. Taking into
account Theorem 2.4 and Lemma 3.4, we will show that G̃ is a quasicompact
multimap. Let A ⊂ C([0, τ ];X) be a compact set and {zn} ⊂ G̃(A). Then
zn = S(ξn) where ξn ∈ PF0

(vn[ϕ]) for a certain sequence {vn} ⊂ A. We may
assume, w.l.o.g., that {vn} is convergent. By using the same estimates as
(3.6)–(3.7), we can see that {ξn} is a semicompact sequence. Hence {S(ξn)}
is relatively compact in C([0, τ ];X) by Proposition 3.3.

We are in a position to demonstrate that G is a condensing multioperator.
We first need a special MNC constructed suitably for our problem. Introduce
the damped modulus of fiber non-compactness defined as

(3.8)

γ : P(C([0, τ ];X)) → R+,

γ(Ω) = sup
t∈[0,τ ]

e−Ltχ(Ω(t)),
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where the constant L is chosen such that

(3.9) ℓ := sup
t∈[0,τ ]

(
2C0

∫ t

0
e−L(t−s)[h(s) + k(s)]ds

)
< 1

and

(3.10)
modC : P(C([0, τ ];X)) → R+,

modC(Ω) = lim
δ→0

sup
v∈Ω

max
|t1−t2|<δ

‖v(t1)− v(t2)‖,

which is called the modulus of equicontinuity of Ω in C([0, τ ];X).

Consider the function

(3.11)
ν : P(C([0, τ ];X)) → R

2
+,

ν(Ω) = maxD∈∆(Ω)(γ(D),modC(D)),

where ∆(Ω) is the collection of all countable subsets of Ω and the maximum
is taken in the sense of the (partial) ordering in the cone R

2
+. By the

same arguments as in [21], one can see that ν is well-defined. That is, the
maximum is archived in ∆(Ω) and ν is a MNC in the space C([0, τ ];E),
which obeys all properties in Definition 2.3 (see [21, Example 2.1.3] for
details).

Lemma 3.6 If the conditions of Lemma 3.4 hold true, then the multioper-

ator G : D0 → Kv(D0) is ν-condensing.

Proof. Let Ω ⊂ D0 be such that

(3.12) ν(G(Ω)) > ν(Ω).

Since clearly ν(G(Ω) = ν(G̃(Ω)), we have

(3.13) ν(G̃(Ω)) > ν(Ω).

Our goal is to demonstrate that Ω is relatively compact in C([0, τ ];X).
Indeed, by the definition of ν, there exists a sequence {zn} ⊂ G̃(Ω) such
that

ν(G̃(Ω)) = (γ({zn}),modC ({zn})).
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Take two sequences vn ∈ Ω, ξn ∈ PF0
(vn[ϕ]) such that zn = S(ξn). From

(3.13) we see that

(3.14) γ({zn}) > γ({vn}).

Using (F3), we get

(3.15) χ({ξn(s)}) 6 h(s)χ({vn(s)}) + k(s)ψ({(vn[ϕ])s})

for a.e. s ∈ [0, τ ]. By (3.2), we have

ψ({(vn[ϕ])s}) = sup
θ60

χ({vn[ϕ](s + θ)}) = sup
σ∈[0,s]

χ({vn(σ)}).

Then (3.15) leads to

χ({ξn(s)}) 6 h(s)eLse−Lsχ({vn(s)}) + k(s)eLs sup
σ∈[0,s]

e−Lσχ({vn(σ)})

6 eLs[h(s) + k(s)]γ({vn})(3.16)

for a.e. s ∈ [0, τ ]. Therefore Proposition 3.2 yields

χ({S(ξn)(t)}) 6 2C0

∫ t

0
eLs[h(s) + k(s)]ds · γ({vn}).

So we have

(3.17) e−Ltχ({zn(t)}) 6 2C0

∫ t

0
e−L(t−s)[h(s) + k(s)]ds · γ({vn}).

Combining (3.14) and (3.17), we arrive at

γ({vn}) 6 γ({zn}) = sup
t∈[0,τ ]

e−Ltχ({zn(t)}) 6 ℓγ({vn}),

where ℓ is defined in (3.9). The last inequality yields γ({vn}) = 0. Taking
into account (3.16), one observes that {ξn} is semicompact and once again,
Proposition 3.3 guarantees that {S(ξn)} is relatively compact in C([0, τ ];X).



Higher order abstract Cauchy problem 217

Hence, modC({zn}) = 0 and then

ν(Ω) = (0, 0).

The regularity of ν ensures that Ω is relatively compact in C([0, τ ];X). We
have the desired conclusion.

Now we are in position to present the main assertions of this section. The
following result is a local existence theorem for problem (1.1)–(1.3).

Theorem 3.7 Let ui ∈ Di, i = 0, . . . , N − 1 with u0 = ϕ(0). Suppose that

conditions (F1)–(F3) are satisfied and there exists an E0-existence family

for (Ai)
N−1
i=0 . Then there exists τ ∈ (0, T ] such that problem (1.1)–(1.3) has

at least one mild solution on the interval (−∞, τ ].

Proof. Let ρ be a positive number such that

ρ > R

N−1∑

i=0

(
‖ui‖+

i∑

j=0

‖Ajui‖[R(E0)]

)

where R = supt∈[0,T ]R(t), R(t) is the function in (2.5). Thus we deduce
that ρ > ‖w‖C([0,T ];X), where w is the solution of homogeneous problem
(2.3)–(2.4).

Denote

ρ0 = (K + 1)ρ+M |ϕ|B, K = max
t∈[0,T ]

K(t),M = sup
t∈[0,T ]

M(t),

CT
E = sup

t∈[0,T ]
‖E(t)‖L(X).

By the choice of ρ, one can take τ ∈ (0, T ] such that

(3.18) ‖w‖C([0,T ];X) + CT
E

∫ t

0
ωρ0(s)ds 6 ρ,

for each t ∈ [0, τ ], where ωρ0 ∈ L1(0, T ;X) is given in Definition 2.7.

Let Bρ be the closed ball in C([0, τ ];X) centered at 0 with radius ρ.
Notice that from w(0) = ϕ(0) and relation (3.18) it follows that

Dρ := D0 ∩Bρ 6= ∅.
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Then for v ∈ Dρ and z ∈ G(v) = w + S ◦ PF0
(v[ϕ]), we have the estimates

‖z(t)‖X 6 ‖w‖C([0,T ];X) +

∫ t

0
‖E(t− s)F0(s, v(s), v[ϕ]s)‖Xds

6 ‖w‖C([0,T ];X) + CT
E

∫ t

0
ωρ0(s)ds 6 ρ,(3.19)

for all t ∈ [0, τ ]. Here we have used assumption (F2), taking into account
that

‖v(s)‖X + |v[ϕ]s|B 6 ‖v‖C([0,τ ];X) +K(s)‖v‖C([0,s];X) +M(s)|ϕ|B

6 (K + 1)‖v‖C([0,τ ];X) +M |ϕ|B = ρ0,

for all s ∈ (0, τ ].
Evidently, (3.19) implies

‖z‖C([0,τ ];X) 6 ρ

and so G maps Dρ into itself. By applying Theorem 2.5, we conclude that G
has a fixed point v∗ ∈ Dρ, which induces the desired solution u∗ = v∗[ϕ].

In order to get the global existence result, we need to replace condition (F2)
with a stronger one. Indeed, we impose the following assumption

(F2′) There exists a function κ ∈ L1([0, T ]) such that

‖F0(t, η, ζ)‖ := sup{‖f‖X : f ∈ F0(t, η, ζ)} 6 κ(t)(‖η‖X + |ζ|B),

for all η ∈ X and ζ ∈ B.
In addition, we need the following version of the generalized Gronwall-

Bellman inequality (see, e.g., [34]).

Lemma 3.8 Assume that f(·), g(·) and y(·) are non-negative integrable func-
tions on [0, T ] satisfying the integral inequality

y(t) 6 g(t) +

∫ t

0
f(s)y(s)ds, t ∈ [0, T ].

Then

y(t) 6 g(t) +

∫ t

0
exp

{∫ t

s
f(θ)dθ

}
f(s)g(s)ds, t ∈ [0, T ].
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Theorem 3.9 Let ui ∈ Di, i = 0, . . . , N − 1 with u0 = ϕ(0). Assume that

there exists an E0-existence family for (Ai)
N−1
i=0 . If assumptions (F1), (F2′)

and (F3) hold, then the set of solutions to problem (1.1)–(1.3) is nonempty

and compact.

Proof. Using Theorem 2.6 and Lemmas 3.4, 3.5 and 3.6, we have to prove
that the set of all functions v ∈ C([0, T ];X) satisfying the family of inclu-
sions

v ∈ λG(v) = λw + λS ◦ PF0
(v[ϕ])

for λ ∈ (0, 1] is a priori bounded.
Applying condition (F2′), we observe that

‖v(t)‖X 6 λ‖w(t)‖X + λ sup
t∈[0,T ]

‖E(t)‖L(X)

∫ t

0
‖F0(s, v(s), v[ϕ]s)‖Xds

6 ‖w‖C([0,T ];X) + CT
E

∫ t

0
κ(s)(‖v(s)‖X + |v[ϕ]s|B)ds,(3.20)

where CT
E = supt∈[0,T ] ‖E(t)‖L(X). By (B3), we have the following estimate

(3.21) ‖v(s)‖X + |v[ϕ]s|B 6 (K + 1)‖v(s)‖X +M |ϕ|B,

for s ∈ [0, t], 0 < t 6 T , K = maxt∈[0,T ]K(t),M = supt∈[0,T ]M(t).
It follows from (3.20)–(3.21) that

‖v(t)‖X 6 ‖w‖C([0,T ];X) + CT
EM |ϕ|B

∫ T

0
κ(s)ds

+ CT
E(K + 1)

∫ t

0
κ(s)‖v(s)‖Xds,

for all t ∈ [0, T ]. Applying Lemma 3.8 with

g(t) = g0 := ‖w‖C([0,T ];X) + CT
EM |ϕ|B

∫ T

0
κ(s)ds,

f(t) = CT
Eκ(t), y(t) = ‖v(t)‖X ,

for t ∈ [0, T ], we obtain
‖v‖C([0,T ];X) 6 R0,
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where

R0 = g0

[
1 + CT

E exp
{
CT
E

∫ T

0
κ(t)dt

}∫ T

0
κ(t)dt

]
.

Finally, taking U = B(0, R) in C([0, T ];X) with R > R0, we consider the
multioperator G as a map from UD0

6= ∅ to Kv(D0), where D0 is defined in
(3.4) with τ = T. It satisfies the hypotheses of Theorem 2.6 and so Fix(G)
is a nonempty compact set, obviously yielding the desired result.

4. Application

Let α = (α1, . . . , αm) ∈ N
m, m > 1. Denote

|α| =
m∑

i=1

αi, D
α =

( ∂

∂x1

)α1

. . .
( ∂

∂xm

)αm

.

Given a complex polynomial of degree k in R
m

(4.1) P (x) =
∑

|α|6k

aα(ix)
α,

we define

P (D) =
∑

|α|6k

aαD
α.

In this section, taking X = Lp(Rm), 1 < p <∞, and

D(P (D)) = {f ∈ Lp(Rm) : P (D)f ∈ Lp(Rm)},

we consider the following Cauchy problem in Lp(Rm)

∂2u(t, x)

∂t2
+ P (D)

∂u(t, x)

∂t
+Q(D)u(t, x)

=

∫ t

−∞

∫

Rm

K(x, y)ξ(s − t, y)f(t, u(t, y), u(s − t, y))dyds,(4.2)

x ∈ R
m, t ∈ [0, T ],
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u(0, x) = u0(x), ut(0, x) = u1(x),(4.3)

u(s, x) = ϕ(s, x), s ∈ (−∞, 0],(4.4)

where P and Q are polynomials as in (4.1) with degrees k and ℓ, respectively.
We assume that

K : Rm × R
m → R,

is a smooth function and

ξ : (−∞, 0] × R
m → R,

is a continuous function satisfying

(4.5) |ξ(θ, y)| 6 Cξe
h0θ for all (θ, y) ∈ (−∞, 0]× R

m,

where Cξ and h0 are positive constants. In addition, assume that the func-
tion

f : [0, T ]× R
2 → R

is such that f(·, u, v) is measurable and f(t, ·, ·) obeys the Lipschitz type
property:

(4.6) |f(t, u1, v1)− f(t, u2, v2)| 6 ζ(t)|u1 − u2|+ µ(t)|v1 − v2|

for all t ∈ [0, T ] and uj , vj ∈ R, j = 1, 2, where ζ, µ ∈ L1(0, T ).
It is worth noting that the homogeneous form of (4.2)–(4.4) was pre-

sented in [38], where the nonlinearity and delay term were absent. For our
problem, we use the phase space B = CL

p
g defined by (2.6) with g(θ) = ehθ,

h ∈ (0, h0]. It is obvious that g satisfies conditions (2.7)–(2.8).
We first show that, under suitable hypotheses, there is an existence

family for (P (D), Q(D)). To this end, we recall some definitions and results
from [38].

Let C ∈ L(X) be injective, A0 and A1 be closed linear operators on X.

Definition 4.1. A pair {S0(t), S1(t)}t>0 of strongly continuous families of
bounded operators onX is called strong C-propagation family for (A0, A1) if

(i) C commutes with S0(t), S1(t) for each t > 0;

(ii) for each x ∈ X, S1(·)x ∈ C1([0,∞);X), S1(t)X ⊂ D(A1), (t > 0) and
A1S1(·)x ∈ C([0,∞);X);
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(iii) for each x ∈ X and t > 0,
∫ t
0 S1(s)xds ∈ D(A0) and

A0

∫ t

0
S1(s)xds = Cx− S′

1(t)x−A1S1(t)x, S1(0) = 0,

where

S′
1(t)x =

d

dt
S1(t)x;

(iv) there exist constants M,ω > 0 such that

‖S0(t)‖, ‖A1S1(t)‖, ‖S
′
1(t)‖ 6Meωt, t > 0;

(v) any solution u(·) of the problem

u′′ +A1u
′ +A0u = 0,(4.7)

u(0) = u0, u
′(0) = u1,(4.8)

with initial values u0, u1 ∈ R(C) can be expressed in the form

u(t) = S0(t)C
−1u0 + S1(t)C

−1u1, t > 0.

Cauchy problem (4.7)–(4.8) is said to be strongly C-well-posed if there exists
a strong C-propagation for (A0, A1).

Proposition 4.1 ([38, Proposition 1.6]). If Cauchy problem (4.7)–(4.8) is

strongly C-well-posed then

λRλCx, A1RλCx ∈ LTw − L(X), x ∈ X.

Using Theorem 2.2 and Proposition 4.1, we see that if problem (4.7)–(4.8)
is strongly C-well-posed, then there exists a C-existence family for (A0, A1).
The following assertion gives a sufficient condition for the strong C-well-
posedness of (4.7)–(4.8).

Theorem 4.2 ([38]). Let P (x), Q(x) be complex polynomials of degrees k, ℓ

respectively. Assume that

(4.9) sup
x∈Rm

Re
(
− P (x) +

√
P 2(x)− 4Q(x)

)
<∞.
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Let A1 = P (D), A0 = Q(D). Then Cauchy problem (4.7)–(4.8) is strongly

(I −∆)−γ-well-posed for

(4.10) γ >
1

4
(np + 1)dM

where np = n|12 − 1
p | and dM = max{2k, ℓ}. In addition, if there exists

r ∈ (0, dM ] such that

(4.11) |P 2(x)− 4Q(x)| > C0|x|
r, |x| > L0

for some C0, L0 > 0 then γ can be improved as

(4.12) γ >
1

4
(npdM + dM − r).

Denoting by W κ,p(Rm) the usual Sobolev space, we obtain the solvability
result for problem (4.2)–(4.4) in the following way.

Theorem 4.3 Assume that the hypotheses of Theorem 4.2 hold. If we have

(I −∆x)
γK(x, y) ∈ Lp(Rm;Lp′(Rm)),

where p′ is the conjugate of p, and conditions (4.5)–(4.6) hold true, then

problem (4.2)–(4.4) has at least one mild solution with initial data

u0 ∈W 2γ+ℓ,p(Rm), u1 ∈W 2γ+max{k,ℓ},p(Rm).

Proof. By Theorem 4.2, one can see that (P (D), Q(D)) has an (I−∆)−γ-
existence family in Lp(Rm). For problem (4.2)–(4.4), set

F (t, u, ut)(x) =

∫ t

−∞

∫

Rm

K(x, y)ξ(s − t, y)f(t, u(t, y), u(s − t, y))dyds.

Then F may be considered as the map

F : [0, T ]× Lp(Rm)× B → Lp(Rm),

F (t, η, φ)(x) =

∫ 0

−∞

∫

Rm

K(x, y)ξ(θ, y)f(t, η(y), φ(θ, y))dydθ.
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Thus in this case,

F0(t, η, φ)(x) =

∫ 0

−∞

∫

Rm

K0(x, y)ξ(θ, y)f(t, η(y), φ(θ, y))dydθ

where K0(x, y) = (I − ∆x)
γK(x, y). We have the following estimates by

using (4.5), (4.6) and the Hölder inequality:

|F0(t, η1, φ1)(x)− F0(t, η2, φ2)(x)|

6

∫ 0

−∞

∫

Rm

Cξ|K0(x, y)|e
h0θ
[
ζ(t)|η1(y)− η2(y)|+µ(t)|φ1(θ, y)− φ2(θ, y)|

]
dydθ

6 Cξζ(t)

∫ 0

−∞
eh0θdθ

∫

Rm

|K0(x, y)||η1(y)− η2(y)|dy

+ Cξµ(t)

∫ 0

−∞
eh0θ

∫

Rm

|K0(x, y)||φ1(θ, y)− φ2(θ, y)|dydθ

6
1

h0
Cξζ(t)‖η1 − η2‖p

(∫

Rm

|K0(x, y)|
p′dy

) 1

p′

+ Cξµ(t)
(∫ 0

−∞
eh0θ‖φ1(θ)− φ2(θ)‖pdθ

)(∫

Rm

|K0(x, y)|
p′dy

) 1

p′

,

where ‖ · ‖p := ‖ · ‖Lp(Rm). Then

(4.13)

‖F0(t, η1, φ1)− F0(t, η2, φ2)‖p

6 CξCK

[ 1

h0
ζ(t)‖η1 − η2‖p + µ(t)

∫ 0

−∞
eh0θ‖φ1(θ)− φ2(θ)‖pdθ

]
,

where

CK =
[ ∫

Rm

( ∫

Rm

|K0(x, y)|
p′dy

)p/p′
dx
] 1

p
.

Notice that, by the Hölder inequality, we get
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∫ 0

−∞
eh0θ‖φ1(θ)− φ2(θ)‖pdθ 6

[ p− 1

ph0 − h

] p−1

p
(∫ 0

−∞
ehθ‖φ1(θ)− φ2(θ)‖

p
p

) 1

p

6
[ p− 1

ph0 − h

] p−1

p
|φ1 − φ2|B,

for 0 < h 6 h0. Putting this together with (4.13), we obtain

(4.14) ‖F0(t, η1, φ1)(x)−F0(t, η2, φ2)‖p 6 ζ0(t)‖η1−η2‖p+µ0(t)|φ1−φ2|B,

where

ζ0(t) =
1

h0
CξCKζ(t), µ0(t) = CξCK

[ p− 1

ph0 − h

] p−1

p
µ(t).

One can check that inequality (4.14) produces conditions (F1), (F2′) and
(F3). Finally, we have

R((I −∆)−γ) =W 2γ,p(Rm),

and therefore

D0 =W 2γ+ℓ,p(Rm),

D1 =W 2γ+max{k,ℓ},p(Rm)

due to (2.2). The proof is completed.

Let us give some examples to the hypotheses of Theorem 4.2. Taking

P (D) = 0, Q(D) = −∆,

we see that (4.2) turns into a semilinear wave equation. In this case we have
Q(x) = |x|2 and

−P (x) +
√
P 2(x)− 4Q(x) = 2i|x|.

Hence relation (4.9) is obvious. Moreover, (4.11) is satisfied with r = 2,
then following (4.12) we can choose γ > 1

2np. If, in addition, p = 2 then
γ = 0 is suitable and we have an I-existence family for (P (D), Q(D)).
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As the second example, we can take

P (D) = i∆, Q(D) = I −∆,

then
−P (x) +

√
P 2(x)− 4Q(x) = 2i(|x|2 + 1).

This ensures (4.9). Evidently, (4.11) is also fulfilled with r = 2 and then
(P (D), Q(D)) has an (I −∆)−γ-existence family with γ > np.
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