Sample Questions 11

1. Let

V = span

Find a basis of V and a basis of V.

. Let
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Then Ax = b is inconsistent. Find x,
and by such that Axy = by with [b—by|
minimized.

. Let A be as in ProblemPland B = AT.

Let b = B] Then Bx = b has in-
finitely many solutions. Find a solu-
tion xo such that Bxy = b with |x| min-
imized.

. Consider the following data:

x|1]2] 3 [4]5
y[S[T[=T]T]5

Find a line f(x) = ax + b such that the
error

(f(xi) —y)?

N
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is minimized.

5. You may notice that the data in the

previous question is not liklely the
shape of a line; it is more like a
parabola. Find a parabola f(x) = ax?+
bx + c such that the error

is minimized.

. Let

X1 Y1
x=|:| andy=

XN YN

The covariance between x and y is de-
fined as

1 & 1 o 1 &
N;Xiyi— (NZ]X1> (NZ]EH)

Let 1y € RN be the all-ones vector.
Use 1, o, x and y to rewrite the covari-
ance formula.

. This question gives some intuition

to the perceptron learning algorithm.
Suppose 0% is not a linear classi-
fier because you found a data x; with
0% . x; < 0 buty; = 1. Show that
for some integer t large enough, the
vector 0+t = 9(kK) 4 tx; will have
9+t . x; > 0. What is the minimum t
to achieve this?



