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Entropy

Let p = (p1, p2,- .-, pn) be a probability distribution, meaning

n
Zp,-zl and p; > 0.
i=1

The Shannon entropy of p is
. 1
S(p) = _pilog, —.
— Pi
i=1
For a given o > 0 with a # 1, the Rényi entropy is
1 n
(63
———log, <Z;p;> :
=
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Ha(P) =



The function x Iogzi

Entropies of a graph 4/15 ISU — UVic



Convexity and Jensen's inequality

If fis a convex function, then Jensen's inequality says
1 1<
- f(pi) < - .
Ly~ <p,>_f(n_zp,)
i=1
Let p=(%,...,1). Since xlog, L > 0 is convex,

n’’

0 < S(p) < S(p) for all p.

),

maximized by (%, %, R

1
Therefore, S(p) is { 5’

minimized by (1,0,...,0).
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Convexity and Jensen's inequality

If fis a convex function, then Jensen's inequality says
1 1 o
- f(p)<f|= i .
o< (33m)
1=

Let p=(%,...,1). Since xlog, L > 0 is convex,

n’’

0 < S(p) < S(p) for all p.

maximized by (%, %, oy,

Therefore, S(p) is
(p) {minimized by (1,0,...,0).

Entropy measures mixedness.

Entropies of a graph 5/15 ISU — UVic



Density matrix

A density matrix M is a (symmetric) positive semi-definite matrix
with trace one. Every density matrix has the spectral
decomposition

n

M = QDQT = ZAIVIV,T = En:)\iEh
i=1

i=1
where \; > 0and Y 7, \j =tr(M) =1.

Each of E; is of rank one and trace one; such a matrix is called a
pure state in quantum information.
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Density matrix

A density matrix M is a (symmetric) positive semi-definite matrix
with trace one. Every density matrix has the spectral
decomposition

n n
M=QDQ" =) \vyv] =) NE,
i=1 i=1

where \; > 0and Y 7, \j =tr(M) =1.

Each of E; is of rank one and trace one; such a matrix is called a
pure state in quantum information.

A density matrix is a convex combination of pure states with
probability distribution (A1, ..., Ap).
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Density matrix of a graph

Let G be a graph. The Laplacian matrix of G is a matrix L with

diifi=],
Lij=4 -1 ifin~j

0 otherwise.

Any Laplacian matrix is positive semi-definite and has

tr(L) =Y di = 2|E(G)| =: dc.
i=1

The density matrix of G is p(G) = iL.
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-
Entropies of a graph

Let G be a graph and p(G) its density matrix. Then spec(p(G)) is
a probability distribution.

The von Neumann entropy of a graph G is S(G) = S(spec(p(G)));
the Rényi entropy of a graph G is Hy(G) = Hu(spec(p(G))).

Proposition

Let Gi,..., Gy be disjoint graphs, ¢; = kdi, and
Zi:l dG,-

c=(c1,...,¢ck). Then

s <Ui—1Gi> — a1S(G1) + - + & S(Gk) + S(c).
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Union of graphs

Theorem (Passerini and Severini 2009)

If G1 and G, are two graphs on the same vertex set and
E(G1) N E(Gy) =0, then

S(Gl U G2) > C15(G1) + CQS(GQ),

h - Gi
w erecl—m.

In particular, for a graph G and e € E(G), then

dc
> .
S(G+e) > 57555(6)
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Adding an edge can decrease the von Neumann entropy

AN, AN

K. n—2 Kopno+e

1
S(K2,n—2) ~ 1+ (n—3) 5— 2 log,(2n — 4)

2n
S(Kop—2te)~1+(n—3):

5n 3 logy(2n — 3)
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Extreme values of the von Neumann entropy

maximized by (%, %, R %),
minimized by (1,0,...,0).

~—

Recall S(p) is {

maximized by Kj,

For graphs on n vertices, S(G) is ;
grap (©) {minimized by KoU(n — 2)Kj.

Conjecture (DHLLRSY 2017)

For connected graphs on n vertices, the minimum von Neumann
entropy is attained by Ky 1.
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Computational results and possible approaches

By Sage, S(Ki,n—1) < S(G) for all connected graphs G on n <8
vertices, and S(Ki,p—1) < S(T) for all trees T on n < 20 vertices.
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Computational results and possible approaches

By Sage, S(Ki,n—1) < S(G) for all connected graphs G on n <8
vertices, and S(Ki,p—1) < S(T) for all trees T on n < 20 vertices.

The conjecture is still open, but we can prove assymptotically.
Idea: The Rényi entropy H,(p) ,/* S(p) as a N\, 1. In particular,

H2(G) < S(G).
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-
What's nice about Hy(G)?

Let M = p(G). Then by definition, the Rényi entropy Ha(G) is

d2
|Og2 (Z)\ ) = — |0g2 trM ) |0g2 <dG_i_GZd2) .

Theorem (DHLLRSY 2017)

d2
G S22 en S(G) > Ha(G) > S(Kip1).

If
dG+ZI 1dl2 - n2n7

It is known that Y7 d? <m <% +n— 2). By some

computation, almost all graphs have S(G) > S(Ki,—1) when
n — oo.
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Conclusion

Whether S(G) > S(Kj,,—1) for all G or not remains open.

Conjecture (DHLLRSY 2017)

For every connected graph G on n vertices and o > 1,

Ha(G) Z Ha(Kl,n—l)-

We are able to show H>(G) > Hz(Kj n—1) for every connected
graphs on n vertices.
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Conclusion

Whether S(G) > S(Kj,,—1) for all G or not remains open.

Conjecture (DHLLRSY 2017)

For every connected graph G on n vertices and o > 1,

Ha(G) Z Ha(Kl,n—l)-

We are able to show H>(G) > Hz(Kj n—1) for every connected
graphs on n vertices.

Thank You!
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