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Abstract. The Opial property of Hilbert spaces and some other special Banach spaces
is a powerful tool in establishing fixed point theorems for nonexpansive, and more generally,
nonspreading mappings. Unfortunately, not every Banach space shares the Opial property.
However, every Banach space has an alike Bregman-Opial property for Bregman distances.
In this paper, using Bregman distances, we introduce the classes of Bregman nonspreading
mappings, and investigate the Mann and Ishikawa iterations for these mappings. We establish
weak and strong convergence theorems for Bregman nonspreading mappings.
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1 Introduction

Let E be a (real) Banach space with norm ‖.‖ and dual space E∗. For any x in E, we denote
the value of x∗ in E∗ at x by 〈x, x∗〉. When {xn}n∈N is a sequence in E, we denote the strong
convergence of {xn}n∈N to x ∈ E by xn → x and the weak convergence by xn ⇀ x. Let C be
a nonempty subset of E. Let T : C → E be a map. We denote by F (T ) = {x ∈ C : Tx = x}
the set of fixed points of T . We call the map T

• nonexpansive if ‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y in C,

• quasi-nonexpansive if F (T ) 6= ∅ and ‖Tx− y‖ ≤ ‖x− y‖ for all x in C and y in F (T ).

1,*Correspondence author; Department of Mathematics, Yasouj University, Yasouj 75918, Iran. Email:
eskandarrad@gmail.com.

2Department of Applied Mathematics, National Sun Yat-Sen University, Kaohsiung, 804, Taiwan. Email:
wong@math.nsysu.edu.tw. This research was partially supported by the Grant NSC 102-2115-M-110-002-MY2.

3Center for General Education, Kaohsiung Medical University, Kaohsiung 807, Taiwan. Email:
yaojc@kmu.edu.tw. This research was partially supported by the Grant NSC 102-2111-E-037-004-MY3.

1



The nonexpansivity plays an important role in the study of the Ishikawa iteration, given
by {

yn = βnTxn + (1− βn)xn,
xn+1 = γnTyn + (1− γn)xn,

(1.1)

where the sequences {βn}n∈N and {γn}n∈N satisfy some appropriate conditions. When all
βn = 0, the Ishikawa iteration (1.1) reduces to the classical Mann iteration. Construction of
fixed points of nonexpansive mappings via Mann’s and Ishikawa’s algorithms [15] has been
extensively investigated in the literature (see, for example, [20] and the references therein).

A powerful tool in deriving weak or strong convergence of iterative sequences is due to
Opial [19]. A Banach space E is said to satisfy the Opial property [19] if for any weakly
convergent sequence {xn}n∈N in E with weak limit x, we have

lim sup
n→∞

‖xn − x‖ < lim sup
n→∞

‖xn − y‖

for all y in E with y 6= x. It is well known that all Hilbert spaces, all finite dimensional
Banach spaces, and the Banach spaces lp (1 ≤ p < ∞) satisfy the Opial property. However,
not every Banach space satisfies the Opial property; see, for example [6, 8].

Working with the Bregman distance Dg, the following Bregman Opial-like inequality holds
for every Banach space E:

lim sup
n→∞

Dg(xn, x) < lim sup
n→∞

Dg(xn, y),

whenever xn ⇀ x 6= y. See Lemma 3.2 for details. The Bregman-Opial property suggests
us to introduce the notions of Bregman nonexpansive-like mappings, and develop fixed point
theorems and convergence results for the Ishikawa iterations for these mappings.

We recall the definition of Bregman distances. Let g : E → R be a strictly convex and
Gâteaux differentiable function on a Banach space E. The Bregman distance [5] (see also
[1, 4]) corresponding to g is the function Dg : E × E → R defined by

Dg(x, y) = g(x)− g(y)− 〈x− y,∇g(y)〉, ∀x, y ∈ E. (1.2)

It follows from the strict convexity of g that Dg(x, y) ≥ 0 for all x, y in E. However, Dg might
not be symmetric and Dg might not satisfy the triangular inequality.

When E is a smooth Banach space, setting g(x) = ‖x‖2 for all x in E, we have that
∇g(x) = 2Jx for all x in E. Here J is the normalized duality mapping from E into E∗.
Hence, Dg(·, ·) reduces to the usual map φ(·, ·) as

Dg(x, y) = φ(x, y) := ‖x‖2 − 2〈x, Jy〉+ ‖y‖2, ∀x, y ∈ E. (1.3)

If E is a Hilbert space, then Dg(x, y) = ‖x− y‖2.

Let g : E → R be strictly convex and Gâteaux differentiable, and C ⊆ E be nonempty. A
mapping T : C → E is said to be
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• Bregman nonexpansive if

Dg(Tx, Ty) ≤ Dg(x, y), ∀x, y ∈ C;

• Bregman quasi-nonexpansive if F (T ) 6= ∅ and

Dg(p, Tx) ≤ Dg(p, x), ∀x ∈ C, ∀p ∈ F (T );

• Bregman skew quasi-nonexpansive if F (T ) 6= ∅ and

Dg(Tx, p) ≤ Dg(x, p), ∀x ∈ C, ∀p ∈ F (T ).

• Bregman nonspreading if

Dg(Tx, Ty) +Dg(Ty, Tx) ≤ Dg(Tx, y) +Dg(Ty, x), ∀x, y ∈ C;

It is obvious that every Bregman nonspreading map T with F (T ) 6= ∅ is Bregman quasi-
nonexpansive. Bregman nonspreading mappings include, in particular, the class of nonspread-
ing functions studied by Takahashi and his coauthors (see, e.g., [13, 29]), which is defined with
the map φ in (1.3).

Let us give an example of a Bregman nonspreading mapping with nonempty fixed point
set, which is not quasi-nonexpansive.

Example 1.1. Let g : R → R be defined by g(x) = x4. The associated Bregman distance is
given by

Dg(x, y) = x4 − y4 − 4(x− y)y3

= x4 + 3y4 − 4xy3, ∀x, y ∈ R.

Define T : [0, 2]→ [0, 2] by

Tx =

{
0 if x ∈ [0, 2),
1 if x = 2.

We have F (T ) = {0}. Plainly, T is neither nonexpansive nor continuous.

However, T is Bregman nonspreading. To see this, we define f : [0, 2]× [0, 2]→ R by

f(x, y) = Dg(Tx, Ty) +Dg(Ty, Tx)−Dg(Tx, y)−Dg(Ty, x), ∀x, y ∈ [0, 2].

Consider the following three possible cases:

Case 1. If x = y = 2, then we have Tx = Ty = 1 and hence

f(2, 2) = 0 + 0− 17− 17 = −34 < 0.
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Case 2. If x = 2 and y ∈ [0, 2), then we have Tx = 1, Ty = 0 and hence

f(2, y) = 1 + 3− 1− 3y4 + 4y3 − 48 = −3y4 + 4y3 − 45 < 0.

Case 3. If x, y ∈ [0, 2), then we have Tx = Ty = 0 and hence

f(x, y) = −3(x4 + y4) ≤ 0.

Thus we have f(x, y) ≤ 0 for all x, y in [0, 2] and hence T is a Bregman nonspreading mapping.

In Section 2, we collect and study some basic ties of Bregman distances. In Section 3,
utilizing the Bregman-Opial property, we present some fixed point theorems. In Sections 4
and 5, we investigate weak and strong convergence of the Ishikawa and Bregman-Ishikawa
iterations for Bregman nonspreading mappings. Our results improve and generalize some
known results in the current literature; see, for example, [27].

2 Bregman functions and Bregman distances

Let E be a (real) Banach space, and let g : E → R. For any x in E, the gradient ∇g(x) is
defined to be the linear functional in E∗ such that

〈y,∇g(x)〉 = lim
t→0

g(x+ ty)− g(x)

t
, ∀y ∈ E.

The function g is said to be Gâteaux differentiable at x if ∇g(x) is well-defined, and g is
Gâteaux differentiable if it is Gâteaux differentiable everywhere on E. We call g Fréchet
differentiable at x (see, for example, [2, p. 13] or [12, p. 508]) if for all ε > 0, there exists
δ > 0 such that

| g(y)− g(x)− 〈y − x,∇g(x)〉 |≤ ε‖y − x‖ whenever ‖y − x‖ ≤ δ.

The function g is said to be Fréchet differentiable if it is Fréchet differentiable everywhere.

Let B be the closed unit ball of a Banach space E. A function g : E → R is said to be

• strongly coercive if

lim
‖xn‖→+∞

g(xn)

‖xn‖
= +∞;

• locally bounded if g(rB) is bounded for all r > 0;

• locally uniformly smooth on E ([31, pp. 207, 221]) if the function σr : [0,+∞)→ [0,+∞],
defined by

σr(t) = sup
x∈rB,y∈SE ,α∈(0,1)

αg(x+ (1− α)ty) + (1− α)g(x− αty)− g(x)

α(1− α)
,
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satisfies

lim
t↓0

σr(t)

t
= 0, ∀r > 0;

• locally uniformly convex on E (or uniformly convex on bounded subsets of E ([31, pp.
203, 221])) if the gauge ρr : [0,+∞)→ [0,+∞] of uniform convexity of g, defined by

ρr(t) = inf
x,y∈rB,‖x−y‖=t,α∈(0,1)

αg(x) + (1− α)g(y)− g(αx+ (1− α)y)

α(1− α)
,

satisfies
ρr(t) > 0, ∀r, t > 0;

For a locally uniformly convex map g : E → R, we have

g(αx+ (1− α)y) ≤ αg(x) + (1− α)g(y)− α(1− α)ρr(‖x− y‖), (2.1)

for all x, y in rB and for all α in (0, 1).

Let E be a Banach space and g : E → R a strictly convex and Gâteaux differentiable
function. By (1.2), the Bregman distance satisfies that [5]

Dg(x, z) = Dg(x, y) +Dg(y, z) + 〈x− y,∇g(y)−∇g(z)〉, ∀x, y, z ∈ E. (2.2)

In particular,

Dg(x, y) = −Dg(y, x) + 〈y − x,∇g(y)−∇g(x)〉, ∀x, y ∈ E. (2.3)

Lemma 2.1 ([17]). Let E be a Banach space and g : E → R a Gâteaux differentiable function
which is locally uniformly convex on E. Let {xn}n∈N and {yn}n∈N be bounded sequences in E.
Then the following assertions are equivalent.

(1) limn→∞Dg(xn, yn) = 0.

(2) limn→∞ ‖xn − yn‖ = 0.

The following Bregman Opial-like inequality has been proved in [10].

Lemma 2.2 ([10]). Let E be a Banach space and let g : E → R be a strictly convex and
Gâteaux differentiable function. Suppose {xn}n∈N is a sequence in E such that xn ⇀ x for
some x in E. Then

lim sup
n→∞

Dg(xn, x) < lim sup
n→∞

Dg(xn, y),

for all y in the interior of dom g with y 6= x.
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We call a function g : E → (−∞,+∞] lower semicontinuous if {x ∈ E : g(x) ≤ r} is
closed for all r in R. For a lower semicontinuous convex function g : E → R, the subdifferential
∂g of g is defined by

∂g(x) = {x∗ ∈ E∗ : g(x) + 〈y − x, x∗〉 ≤ g(y), ∀y ∈ E}

for all x in E. It is well known that ∂g ⊂ E × E∗ is maximal monotone [22, 23]. For any
lower semicontinuous convex function g : E → (−∞,+∞], the conjugate function g∗ of g is
defined by

g∗(x∗) = sup
x∈E
{〈x, x∗〉 − g(x)}, ∀x∗ ∈ E∗.

It is well known that

g(x) + g∗(x∗) ≥ 〈x, x∗〉, ∀(x, x∗) ∈ E × E∗,

and

(x, x∗) ∈ ∂g is equivalent to g(x) + g∗(x∗) = 〈x, x∗〉. (2.4)

We also know that if g : E → (−∞,+∞] is a proper lower semicontinuous convex function,
then g∗ : E∗ → (−∞,+∞] is a proper weak∗ lower semicontinuous convex function. Here,
saying g is proper we mean that dom g := {x ∈ E : g(x) < +∞} 6= ∅.

The following definition is slightly different from that in Butnariu and Iusem [2].

Definition 2.3 ([12]). Let E be a Banach space. A function g : E → R is said to be a
Bregman function if the following conditions are satisfied:

(1) g is continuous, strictly convex and Gâteaux differentiable;

(2) the set {y ∈ E : Dg(x, y) ≤ r} is bounded for all x in E and r > 0.

The following lemma follows from Butnariu and Iusem [2] and Zǎlinscu [31].

Lemma 2.4. Let E be a reflexive Banach space and g : E → R a strongly coercive Bregman
function. Then

(1) ∇g : E → E∗ is one-to-one, onto and norm-to-weak∗ continuous;

(2) 〈x− y,∇g(x)−∇g(y)〉 = 0 if and only if x = y;

(3) {x ∈ E : Dg(x, y) ≤ r} is bounded for all y in E and r > 0;

(4) dom g∗ = E∗, g∗ is Gâteaux differentiable and ∇g∗ = (∇g)−1.

The following two results follow from [31, Proposition 3.6.4].
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Proposition 2.5. Let E be a reflexive Banach space and let g : E → R be a convex function
which is locally bounded. The following assertions are equivalent.

(1) g is strongly coercive and locally uniformly convex on E;

(2) dom g∗ = E∗, g∗ is locally bounded and locally uniformly smooth on E;

(3) dom g∗ = E∗, g∗ is Fréchet differentiable and ∇g∗ is uniformly norm-to-norm continuous
on bounded subsets of E∗.

Proposition 2.6. Let E be a reflexive Banach space and g : E → R a continuous convex
function which is strongly coercive. The following assertions are equivalent.

(1) g is locally bounded and locally uniformly smooth on E;

(2) g∗ is Fréchet differentiable and ∇g∗ is uniformly norm-to-norm continuous on bounded
subsets of E;

(3) dom g∗ = E∗, g∗ is strongly coercive and locally uniformly convex on E.

Lemma 2.7 ([12, 3]). Let E be a reflexive Banach space, g : E → R be a strongly coercive
Bregman function and V be the function defined by

V (x, x∗) = g(x)− 〈x, x∗〉+ g∗(x∗), ∀x ∈ E,∀x∗ ∈ E∗.

The following assertions hold.

(1) Dg(x,∇g∗(x∗)) = V (x, x∗) for all x in E and x∗ in E∗.

(2) V (x, x∗) + 〈∇g∗(x∗)− x, y∗〉 ≤ V (x, x∗ + y∗) for all x in E and x∗, y∗ in E∗.

It also follows from the definition that V is convex in the second variable x∗, and

V (x,∇g(y)) = Dg(x, y).

Let E be a Banach space and let C be a nonempty convex subset of E. Let g : E → R be
a strictly convex and Gâteaux differentiable function. Then, we know from [16] that for x in
E and x0 in C, we have

Dg(x0, x) = min
y∈C

Dg(y, x) if and only if 〈y − x0,∇g(x)−∇g(x0)〉 ≤ 0, ∀y ∈ C. (2.5)

Further, if C is a nonempty, closed and convex subset of a reflexive Banach space E and
g : E → R is a strongly coercive Bregman function, then for each x in E, there exists a unique
x0 in C such that

Dg(x0, x) = min
y∈C

Dg(y, x).
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The Bregman projection projgC from E onto C defined by projgC(x) = x0 has the following
property:

Dg(y, projgCx) +Dg(projgCx, x) ≤ Dg(y, x), ∀y ∈ C, ∀x ∈ E. (2.6)

See [2] for details.

Let E be a reflexive Banach space and g : E → R be a lower-semicontinuous, strictly
convex and Gâteaux differentiable function. Let C be a nonempty, closed and convex subset
of E and {xn}n∈N be a bounded sequence in E. For any x in E, we set

Br(x, {xn}) = lim sup
n→∞

Dg(xn, x).

The Bregman asymptotic radius of {xn}n∈N relative to C is defined by

Br(C, {xn}) = inf{Br(x, {xn}) : x ∈ C}.

The Bregman asymptotic center of {xn}n∈N relative to C is the set

BA(C, {xn}) = {x ∈ C : Br(x, {xn}) = Br(C, {xn})}.

Proposition 2.8. Let C be a nonempty, closed and convex subset of a reflexive Banach space
E, and let g : E → R be strictly convex, Gâteaux differentiable, and locally bounded on E. If
{xn}n∈N is a bounded sequence of C, then BA(C, {xn}n∈N) is a singleton.

Proof. In view of the definition of Bregman asymptotic radius, we may assume that {xn}n∈N
converges weakly to z in C. By Lemma 2.2, we conclude that BA(C, {xn}n∈N) = {z}.

3 Fixed point theorems

Lemma 3.1 ([21]). Let C be a nonempty, closed and convex subset of a reflexive Banach space
E. Let g : E → R be strictly convex, continuous, strongly coercive, Gâteaux differentiable,
and locally bounded on E. Let T : C → E be a Bregman quasi-nonexpansive mapping. Then
F (T ) is closed and convex.

Lemma 3.2. Let C be a nonempty, closed and convex subset of a reflexive Banach space E.
Let g : E → R be a strictly convex and Gâteaux differentiable function. Let T : C → E be a
Bregman nonspreading mapping. Then

Dg(x, Ty) ≤ Dg(x, y) +Dg(Tx, x)

+ 〈x− Tx,∇g(y)−∇g(Ty)〉+ 〈Tx− Ty,∇g(x)−∇g(Tx)〉, ∀x, y ∈ C.
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Proof. Let x, y ∈ C. In view of (2.2), we have

Dg(Tx, Ty) ≤ Dg(Tx, y) +Dg(Ty, x)−Dg(Ty, Tx)

= Dg(Tx, x) +Dg(x, y) + 〈Tx− x,∇g(x)−∇g(y)〉
+ Dg(Ty, Tx) +Dg(Tx, x) + 〈Ty − Tx,∇g(Tx)−∇g(x)〉 −Dg(Ty, Tx)

= Dg(x, y) + 2Dg(Tx, x) + 〈Tx− x,∇g(x)−∇g(y)〉
+ 〈Tx− Ty,∇g(x)−∇g(Tx)〉.

This, together with (2.2), implies that

Dg(x, Ty) = Dg(x, Tx) +Dg(Tx, Ty) + 〈x− Tx,∇g(Tx)−∇g(Ty)〉
≤ Dg(x, Tx) +Dg(x, y) + 2Dg(Tx, x) + 〈Tx− x,∇g(x)−∇g(y)〉

+ 〈Tx− Ty,∇g(x)−∇g(Tx)〉+ 〈x− Tx,∇g(Tx)−∇g(Ty)〉
= Dg(x, y) +Dg(Tx, x) + 〈x− Tx,∇g(x)−∇g(Tx)〉

+ 〈Tx− Ty,∇g(x)−∇g(Tx)〉+ 〈Tx− x,∇g(x)−∇g(y)〉
+ 〈x− Tx,∇g(Tx)−∇g(Ty)〉

= Dg(x, y) +Dg(Tx, x) + 〈x− Tx,∇g(y)−∇g(Ty)〉
+ 〈Tx− Ty,∇g(x)−∇g(Tx)〉.

Proposition 3.3 (Demiclosedness Principle). Let C be a nonempty subset of a reflexive Ba-
nach space E. Let g : E → R be a strictly convex, Gâteaux differentiable and locally bounded
function. Let T : C → E be a Bregman nonspreading mapping. If xn ⇀ z in C and
limn→∞ ‖Txn − xn‖ = 0, then Tz = z. That is, I − T is demiclosed at zero, where I is
the identity mapping on E.

Proof. Since {xn}n∈N converges weakly to z and limn→∞ ‖Txn − xn‖ = 0, both the sequences
{xn}n∈N and {Txn}n∈N are bounded. Since ∇g is uniformly norm-to-norm continuous on
bounded subsets of E (see, for instance, [31]), we arrive at

lim
n→∞

‖∇g(xn)−∇g(Txn)‖ = 0.

In view of Lemma 2.1, we deduce that limn→∞Dg(xn, Txn) = 0. Set

M1 = sup{‖Txn‖, ‖Tz‖, ‖∇g(z)‖, ‖∇g(Tz)‖ : n ∈ N} < +∞.

9



By Lemma 3.2, for all n in N,

Dg(xn, T z)

≤ Dg(xn, z) +Dg(Txn, xn)

+ 〈xn − Txn,∇g(z)−∇g(Tz)〉+ 〈Txn − Tz,∇g(xn)−∇g(Txn)〉
≤ Dg(xn, z) +Dg(Txn, xn)

+ ‖xn − Txn‖‖∇g(z)−∇g(Tz)‖+ ‖Txn − Tz‖‖∇g(xn)−∇g(Txn)‖
≤ Dg(xn, z) +Dg(Txn, xn)

+ 2M1‖xn − Txn‖+ 2M1‖∇g(xn)−∇g(Txn)‖.

This implies
lim sup
n→∞

Dg(xn, T z) ≤ lim sup
n→∞

Dg(xn, z).

From the Bregman Opial-like property, we obtain Tz = z.

Let `∞ be the Banach lattice of bounded real sequences with the supremum norm. It is
well known that there exists a bounded linear functional µ on `∞ such that the following three
conditions hold:

(1) If {tn}n∈N ∈ `∞ and tn ≥ 0 for every n in N, then µ({tn}) ≥ 0;

(2) If tn = 1 for every n in N, then µ({tn}) = 1;

(3) µ({tn+1}) = µ({tn}) for all {tn}n∈N in `∞.

Here, {tn+1} denotes the sequence (t2, t3, t4, . . . , tn+1, . . .) in `∞. Such a functional µ is called
a Banach limit and the value of µ at {tn}n∈N in `∞ is denoted by µntn. Therefore, condition
(3) means µntn = µntn+1. If µ satisfies conditions (1) and (2), we call µ a mean on `∞. See,
for example [26].

To see some examples of those mappings T satisfying all the stated hypotheses in the
following result, we refer the reader to [11].

Theorem 3.4 ([11]). Let C be a nonempty, closed and convex subset of a reflexive Banach
space E. Let g : E → R be strictly convex, continuous, strongly coercive, Gâteaux differen-
tiable, locally bounded and locally uniformly convex on E. Let T : C → C be a mapping. Let
{xn}n∈N be a bounded sequence of C and let µ be a mean on `∞. Suppose that

µnDg(xn, T y) ≤ µnDg(xn, y),∀y ∈ C.

Then T has a fixed point in C.
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Corollary 3.5. Let C be a nonempty, bounded, closed and convex subset of a reflexive Banach
space E. Let g : E → R be strictly convex, continuous, strongly coercive, Gâteaux differentiable
function, locally bounded and locally uniformly convex on E. Let T : C → C be a Bregman
nonspreading mapping. Then T has a fixed point.

Proof. Let µ a Banach limit on `∞ and x ∈ C be such that {T nx}n∈N is bounded. For any n
in N we have

Dg(T
nx, Ty) +Dg(Ty, T

nx) ≤ Dg(T
nx, y) +Dg(Ty, T

n−1x), ∀y ∈ C.

This implies that

µnDg(T
nx, Ty) + µnDg(Ty, T

nx) ≤ µnDg(T
nx, y) + µnDg(Ty, T

n−1x), ∀y ∈ C.

Thus we have
µnDg(T

nx, Ty) ≤ µnDg(T
nx, y), ∀y ∈ C.

It follows from Theorem 3.4 that F (T ) 6= ∅.

4 Weak and strong convergence theorems for Bregman

nonspreading mappings

In this section, we prove weak and strong convergence theorems concerning Bregman non-
spreading mappings in a reflexive Banach space.

Lemma 4.1. Let C be a nonempty, closed and convex subset of a reflexive Banach space E.
Let g : E → R be a strictly convex and Gâteaux differentiable function. Let T : C → C
be a Bregman skew quasi-nonexpansive mapping with a nonempty fixed point set F (T ). Let
{xn}n∈N and {yn}n∈N be two sequences defined by (1.1) such that {βn}n∈N and {γn}n∈N are
arbitrary sequences in [0, 1]. Then the following assertions hold:

(1) max{Dg(xn+1, z), Dg(yn, z)} ≤ Dg(xn, z) for all z in F (T ) and n = 1, 2, . . ..

(2) limn→∞Dg(xn, z) exists for any z in F (T ).

Proof. Let z ∈ F (T ). In view of (2.1), we have

Dg(yn, z) = Dg(βnTxn + (1− βn)xn, z)

≤ βnDg(Txn, z) + (1− βn)Dg(xn, z)

≤ βnDg(xn, z) + (1− βn)Dg(xn, z)

= Dg(xn, z).
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Consequently,

Dg(xn+1, z) = Dg(γnTyn + (1− γn)xn, z)

≤ γnDg(Tyn, z) + (1− γn)Dg(xn, z)

≤ γnDg(yn, z) + (1− γn)Dg(xn, z)

≤ γnDg(xn, z) + (1− γn)Dg(xn, z)

= Dg(xn, z).

This implies that {Dg(xn, z)}n∈N is a bounded and nonincreasing sequence for all z in F (T ).
Thus we have limn→∞Dg(xn, z) exists for any z in F (T ).

Theorem 4.2. Let C be a nonempty, closed and convex subset of a reflexive Banach space E.
Let g : E → R be strictly convex,Gâteaux differentiable, locally bounded and locally uniformly
convex on E. Let T : C → C a Bregman nonspreading and Bregman skew quasi-nonexpansive
mapping. Let {βn}n∈N and {γn}n∈N be sequences in [0, 1], and let {xn}n∈N be a sequence with
x1 in C defined by (1.1) .

(a) If {xn}n∈N is bounded and lim inf
n→∞

‖Txn − xn‖ = 0, then the fixed point set F (T ) 6= ∅.

(b) Assume F (T ) 6= ∅. Then {xn}n∈N is bounded.

i. limn→∞ ‖Txn − xn‖ = 0 when lim infn→∞ γn(1− γn) > 0 and limn→∞ βn = 1.

ii. lim infn→∞ ‖Txn − xn‖ = 0 when either

• lim supn→∞ γn(1− γn) > 0 and limn→∞ βn = 1, or

• lim infn→∞ γn(1− γn) > 0 and lim supn→∞ βn = 1.

Proof. Assume that {xn}n∈N is bounded and lim inf
n→∞

‖Txn− xn‖ = 0. Consequently, there is a

bounded subsequence {Txnk
}k∈N of {Txn}n∈N such that limk→∞ ‖Txnk

− xnk
‖ = 0. Since ∇g

is uniformly norm-to-norm continuous on bounded subsets of E (see, for example, [31]),

lim
k→∞
‖∇g(Txnk

)−∇g(xnk
)‖ = 0.

In view of Proposition 2.8, we conclude that BA(C, {xnk
}) = {z} for some z in C. Let

M2 = sup{‖T (z)‖, ‖Txnk
‖, ‖∇g(z)‖, ‖∇g(Tz)‖ : k ∈ N} < +∞.

It follows from Lemma 3.2 that

Dg(xnk
, T z)

≤ Dg(xnk
, z) +Dg(Txnk

, xnk
)

+ 〈xnk
− Txnk

,∇g(z)−∇g(Tz)〉+ 〈Txnk
− Tz,∇g(xnk

)−∇g(Txnk
)〉

≤ Dg(xnk
, z) +Dg(Txnk

, xnk
)

+ ‖xnk
− Txnk

‖‖∇g(z)−∇g(Tz)‖+ ‖Txnk
− Tz‖‖∇g(xnk

)−∇g(Txnk
)‖

≤ Dg(xnk
, z) +Dg(Txnk

, xnk
)

+ 2M2‖xnk
− Txnk

‖+ 2M2‖∇g(xnk
)−∇g(Txnk

)‖, k = 1, 2, . . . .
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This implies
lim sup
k→∞

Dg(xnk
, T z) ≤ lim sup

k→∞
Dg(xnk

, z).

From the Bregman Opial-like property, we obtain Tz = z.

Let F (T ) 6= ∅ and let z ∈ F (T ). It follows from Lemma 4.1 that limn→∞ ‖xn − z‖ exists
and hence {xn}n∈N is bounded. This implies that the sequence {Tyn}n∈N is bounded too.
Let s1 = sup{‖xn‖, ‖Tyn‖ : n ∈ N} < ∞. In view of (2.1), we obtain a continuous, strictly
increasing and convex function ρs1 : [0,+∞)→ [0,+∞) with ρs1(0) = 0 such that

Dg(xn+1, z) = Dg(γnTyn + (1− γn)xn, z)
≤ γnDg(Tyn, z) + (1− γn)Dg(xn, z)− γn(1− γn)ρs1(‖Tyn − xn‖)
≤ γnDg(yn, z) + (1− γn)Dg(xn, z)− γn(1− γn)ρs1(‖Tyn − xn‖)
≤ γnDg(xn, z) + (1− γn)Dg(xn, z)− γn(1− γn)ρs1(‖Tyn − xn‖)
= Dg(xn, z)− γn(1− γn)ρs1(‖Tyn − xn‖).

Consequently, we conclude that

γn(1− γn)ρs1(‖Tyn − xn‖) ≤ Dg(xn, z)−Dg(xn+1, z)

→ 0, as n→∞.

It follows that

lim inf
n→∞

ρs1(‖Tyn − xn‖) = 0 whenever lim sup
n→∞

γn(1− γn) > 0.

From the property of ρs1 we deduce that

lim inf
n→∞

‖Tyn − xn‖ = 0 whenever lim sup
n→∞

γn(1− γn) > 0. (4.1)

In the same manner, we also obtain that

lim
n→∞

‖Tyn − xn‖ = 0 whenever lim inf
n→∞

γn(1− γn) > 0. (4.2)

Since ∇g is uniformly norm-to-norm continuous on bounded subsets of E (see, for instance,
[31]), we arrive at

lim
n→∞

‖∇g(Tyn)−∇g(xn)‖ = 0.

On the other hand, from (1.1) we get

Txn − yn = (1− βn)(Txn − xn), xn − yn = βn(xn − Txn). (4.3)

Assuming first lim inf
n→∞

γn(1− γn) > 0. By (4.2) we see that

M3 := sup{‖∇g(xn)‖, ‖∇g(Txn)‖, ‖∇g(Tyn‖) : n ∈ N} < +∞.

13



Since T is Bregman nonspreading, in view of (2.2), (2.3) and (4.3), we obtain

Dg(xn, Txn)

= Dg(xn, T yn) +Dg(Tyn, Txn) + 〈xn − Tyn,∇g(Tyn)−∇g(Txn)〉
≤ Dg(xn, T yn) + [Dg(Tyn, xn) +Dg(Txn, yn)−Dg(Txn, T yn)]

+ ‖xn − Tyn‖‖∇g(Tyn)−∇g(Txn)‖
≤ Dg(xn, T yn) + [−Dg(xn, T yn) + 〈xn − Tyn,∇g(xn)−∇g(Tyn)〉]

+ [−Dg(yn, Txn) + 〈yn − Txn,∇g(yn)−∇g(Txn)〉]
+ ‖xn − Tyn‖‖∇g(Tyn)−∇g(Txn)‖
≤ ‖xn − Tyn‖‖∇g(xn)−∇g(Tyn)‖+ ‖yn − Txn‖‖∇g(yn)−∇g(Txn)‖

+ ‖xn − Tyn‖‖∇g(Tyn)−∇g(Txn)‖
= (1− βn)‖xn − Txn‖‖∇g(yn)−∇g(Txn)‖

+ ‖xn − Tyn‖[‖∇g(xn)−∇g(Tyn) + ‖∇g(Tyn)−∇g(Txn)‖]
≤ 2(1− βn)M3‖xn − Txn‖+ 4M3‖xn − Tyn‖.

When limn→∞ βn = 1, we conclude that

lim
n→∞

Dg(xn, Txn) = 0.

In view of Lemma 2.1, we have that

lim
n→∞

‖xn − Txn‖ = 0. (4.4)

Finally, we assume lim sup
n→∞

γn(1 − γn) > 0 and limn→∞ βn = 1 instead. By (4.1) we have

subsequences {xnk
}k∈N and {ynk

}k∈N of {xn}n∈N and {yn}n∈N, respectively, such that

lim
k→∞
‖Tynk

− xnk
‖ = 0.

Replacing M3 with the finite number sup{‖∇g(xnk
)‖, ‖∇g(Txnk

)‖, ‖∇g(Tynk
)‖ : k ∈ N} <

+∞, and dealing with the subsequences {xnk
}k∈N and {ynk

}k∈N in (4.2) and (4.3). Passing
to a further subsequence if necessary, we will arrive at the desired conclusion with (4.4) that
limk→∞ ‖Txnk

− xnk
‖ = 0. Hence, lim inf

n→∞
‖Txn − xn‖ = 0. The other case can be argued

similarly.

Theorem 4.3. Let C be a nonempty, closed and convex subset of a reflexive Banach space
E. Let g : E → R be strictly convex, Gâteaux differentiable, locally bounded and locally
uniformly convex on E. Let T : C → C be a Bregman nonspreading and Bregman skew quasi-
nonexpansive mapping with F (T ) 6= ∅. Let {βn}n∈N and {γn}n∈N be sequences in [0, 1], and
let {xn}n∈N be a sequence with x1 in C defined by (1.1). Assume that lim inf

n→∞
γn(1 − γn) > 0

and lim
n→∞

βn = 1. Then {xn}n∈N converges weakly to a fixed point of T .
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Proof. It follows from Theorem 4.2 that {xn}n∈N is bounded and limn→∞ ‖Txn − xn‖ = 0.
Since E is reflexive, then there exists a subsequence {xni

}i∈N of {xn}n∈N such that xni
⇀ p ∈ C

as i → ∞. By Proposition 3.3, p ∈ F (T ). We claim that xn ⇀ p as n → ∞. If not, then
there exists a subsequence {xnj

}j∈N of {xn}n∈N such that {xnj
}j∈N converges weakly to some

q in C with p 6= q. In view of Proposition 3.3 again, we conclude that q ∈ F (T ). By Lemma
4.1, limn→∞Dg(xn, z) exists for all z in F (T ). Thus we obtain by the Bregman Opial-like
property that

limn→∞Dg(xn, p) = limi→∞Dg(xni
, p) < limi→∞Dg(xni

, q)
= limn→∞Dg(xn, q) = limj→∞Dg(xnj

, q)
< limj→∞Dg(xnj

, p) = limn→∞Dg(xn, p).

This is a contradiction. Thus we have p = q, and the desired assertion follows.

Theorem 4.4. Let C be a nonempty, compact and convex subset of a reflexive Banach space
E. Let g : E → R be strictly convex, Gâteaux differentiable, locally bounded and uniformly
convex on bounded sets. Let T : C → C be a Bregman nonspreading and Bregman skew
quasi-nonexpansive mapping. Let {βn}n∈N and {γn}n∈N be sequences in [0, 1]. Assume that
either lim supn→∞ γn(1 − γn) > 0 and limn→∞ βn = 1, or lim infn→∞ γn(1 − γn) > 0 and
lim supn→∞ βn = 1. Let {xn}n∈N be a sequence with x1 in C defined by (1.1). Then {xn}n∈N
converges strongly to a fixed point z of T .

Proof. By Corollary 3.5, we see that the fixed point set F (T ) of T is nonempty. In view of
Theorem 4.2, we obtain that {xn}n∈N is bounded and lim inf

n→∞
‖Txn − xn‖ = 0. By the com-

pactness of C, there exists a subsequence {xnk
}k∈N of {xn}n∈N such that {xnk

}k∈N converges
strongly to some z in C. In view of Lemma 2.1 we deduce that limk→∞Dg(xnk

, z) = 0. We
can even assume that limk→∞ ‖Txnk

− xnk
‖ = 0, and in particular, {Txnk

}k∈N is bounded.
Since ∇g is uniformly norm-to-norm continuous on bounded subsets of E (see, for example,
[31]),

lim
k→∞
‖∇g(Txnk

)−∇g(xnk
)‖ = 0.

Let M4 = sup{‖Tz‖, ‖Txnk
‖, ‖∇g(z)‖, ‖∇g(Tz)‖ : k ∈ N} < +∞. In view of Lemma 3.2, we

obtain
Dg(xnk

, T z) ≤ Dg(xnk
, z) +Dg(Txnk

, xnk
)

+〈xnk
− Txnk

,∇g(z)−∇g(Tz)〉
+〈Txnk

− Tz,∇g(xnk
)−∇g(Txnk

)〉
≤ Dg(xnk

, z) +Dg(Txnk
, xnk

)
+2M4[‖xnk

− Txnk
‖+ ‖∇g(xnk

)−∇g(Txnk
)‖]

for all k in N.

It follows limk→∞ ‖xnk
− Tz‖ = 0. Thus we have Tz = z. In view of Lemmas 4.1 and

2.1, we conclude that limn→∞ ‖xn − z‖ = 0. Therefore, z is the strong limit of the sequence
{xn}n∈N.
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5 Bregman Ishikawa’s type iteration for Bregman non-

spreading mappings

We propose the following Bregman Ishikawa’s type iteration. Let E be a reflexive Banach
space and let g : E → R be a strictly convex and Gâteaux differentiable function. Let C be
a nonempty, closed and convex subset of E. Let T : C → C be a Bregman nonspreading
mapping such that the fixed point set F (T ) is nonempty. Let {xn}n∈N and {yn}n∈N be two
sequences defined by{

yn = ∇g∗[βn∇g(Txn) + (1− βn)∇g(xn)],
xn+1 = projgC(∇g∗[γn∇g(Tyn) + (1− γn)∇g(xn)]),

(5.1)

where {βn}n∈N and {γn}n∈N are arbitrary sequences in [0, 1].

Lemma 5.1. Let C be a nonempty, closed and convex subset of a reflexive Banach space E.
Let g : E → R be a strongly coercive Bregman function. Let T : C → C be a Bregman quasi-
nonexpansive mapping. Let {xn}n∈N and {yn}n∈N be two sequences defined by (5.1) such that
{βn}n∈N and {γn}n∈N are arbitrary sequences in [0, 1]. Then the following assertions hold:
(1) max{Dg(z, xn+1), Dg(z, yn)} ≤ Dg(z, xn) for all z in F (T ) and n = 1, 2, . . ..
(2) limn→∞Dg(z, xn) exists for any z in F (T ).

Proof. Let z ∈ F (T ). In view of Lemma 2.7 and (5.1), we conclude that

Dg(z, yn) = Dg(z,∇g∗[βn∇g(Txn) + (1− βn)∇g(xn)])

= V (z, βn∇g(Txn) + (1− βn)∇g(xn))

≤ βnV (z,∇g(Txn)) + (1− βn)V (z,∇g(xn))

= βnDg(z, Txn) + (1− βn)Dg(z, xn)

≤ βnDg(z, xn) + (1− βn)Dg(z, xn)

= Dg(z, xn).

Consequently, using (2.6) we have

Dg(z, xn+1) = Dg(z, projgC(∇g∗[γn∇g(Tyn) + (1− γn)∇g(xn)]))

≤ Dg(z,∇g∗[γn∇g(Tyn) + (1− γn)∇g(xn)])

= V (z, γn∇g(Tyn) + (1− γn)∇g(xn))

≤ γnV (z,∇g(Tyn)) + (1− γn)V (z,∇g(xn))

= γnDg(z, Tyn) + (1− γn)Dg(z, xn)

≤ γnDg(z, yn) + (1− γn)Dg(z, xn)

≤ γnDg(z, xn) + (1− γn)Dg(z, xn)

= Dg(z, xn).

This implies that {Dg(z, xn)}n∈N is a bounded and nonincreasing sequence for all z in F (T ).
Thus we have limn→∞Dg(z, xn) exists for any z in F (T ).
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Theorem 5.2. Let C be a nonempty, closed and convex subset of a reflexive Banach space E.
Let g : E → R be a strongly coercive Bregman function which is locally bounded, locally uni-
formly convex and locally uniformly smooth on E. Let T : C → C be a Bregman nonspreading
mapping. Let {αn}n∈N and {βn}n∈N be two sequence in [0, 1] satisfying the control condition:

∞∑
n=1

γnβn(1− βn) = +∞. (5.2)

Let {xn}n∈N be a sequence generated by the algorithm (5.1). Then the following are equivalent.

(1) There exists a bounded sequence {xn}n∈N ⊂ C such that lim inf
n→∞

‖Txn − xn‖ = 0.

(2) The fixed point set F (T ) 6= ∅.

Proof. The implication (1) =⇒ (2) follows similarly as in the first part of the proof of Theorem
4.2.

For the implication (2) =⇒ (1), we assume F (T ) 6= ∅. The boundedness of the sequences
{xn}n∈N and {yn}n∈N follows from Lemma 5.1 and Definition 2.3. Since T is a Bregman
quasi-nonexpansive mapping, for any q in F (T ) we have

Dg(q, Txn) ≤ Dg(q, xn), ∀n ∈ N.

This, together with Definition 2.3 and the boundedness of {xn}n∈N, implies that {Txn}n∈N is
bounded.

The function g is bounded on bounded subsets of E and therefore ∇g is also bounded on
bounded subsets of E∗ (see, for example, [2, Proposition 1.1.11] for more details). This implies
the sequences {∇g(xn)}n∈N, {∇g(yn)}n∈N, {∇g(Tyn)}n∈N and {∇g(Txn)}n∈N are bounded in
E∗.

In view of Proposition 2.6, we have that dom g∗ = E∗ and g∗ is strongly coercive and
uniformly convex on bounded subsets of E∗. Let s2 = sup{‖∇g(xn)‖, ‖∇g(Txn)‖ : n ∈ N} <
∞ and let ρ∗s2 : E∗ → R be the gauge of uniform convexity of the conjugate function g∗.

Claim. For any p in F (T ) and n in N,

Dg(p, yn) ≤ Dg(p, xn)− βn(1− βn)ρ∗s2(‖∇g(xn)−∇g(Txn)‖). (5.3)

Let p ∈ F (T ). For each n in N, it follows from the definition of Bregman distance (1.2),
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Lemma 2.7, (2.1) and (5.1) that

Dg(p, yn) = g(p)− g(yn)− 〈p− yn,∇g(yn)〉
= g(p) + g∗(∇g(yn))− 〈yn,∇g(yn)〉 − 〈p,∇g(yn)〉+ 〈yn,∇g(yn)〉
= g(p) + g∗((1− βn)∇g(xn) + βn∇g(Txn))
− 〈p, (1− βn)∇g(xn) + βn∇g(Txn))〉
≤ (1− βn)g(p) + βng(p) + (1− βn)g∗(∇g(xn)) + βng

∗(∇g(Txn))
− βn(1− βn)ρ∗s2(‖∇g(xn)−∇g(Txn)‖)
− (1− βn)〈p,∇g(xn)〉 − βn〈p,∇g(Txn)〉

= (1− βn)[g(p) + g∗(∇g(xn))− 〈p,∇g(xn)〉]
+ βn[g(p) + g∗(∇g(Txn))− 〈p,∇g(Txn)〉]
− βn(1− βn)ρ∗s2(‖∇g(xn)−∇g(Txn)‖)

= (1− βn)[g(p)− g(xn) + 〈xn,∇g(xn)〉 − 〈p,∇g(xn)〉]
+ βn[g(p)− g(Txn) + 〈Txn,∇g(Txn)〉 − 〈p,∇g(Txn)〉]
− βn(1− βn)ρ∗s2(‖∇g(xn)−∇g(Txn)‖)

= (1− βn)D(p, xn) + βnD(p, Txn)− βn(1− βn)ρ∗s2(‖∇g(xn)−∇g(Txn)‖)
≤ (1− βn)D(p, xn) + βnD(p, xn)− βn(1− βn)ρ∗s2(‖∇g(xn)−∇g(Txn)‖)
= D(p, xn)− βn(1− βn)ρ∗s2(‖∇g(xn)−∇g(Txn)‖).

In view of Lemma 2.7 and (5.3), we obtain

Dg(p, xn+1) = Dg(p,∇g∗[γn∇g(Tyn) + (1− γn)∇g(xn)])

= V (p, γn∇g(Tyn) + (1− γn)∇g(xn))

≤ γnV (p,∇g(Tyn)) + (1− γn)V (p,∇g(xn))

= γnDg(p, Tyn) + (1− γn)Dg(p, xn)

≤ γnDg(p, yn) + (1− γn)Dg(p, xn)

≤ Dg(p, xn)− γnβn(1− βn)ρ∗s2(‖∇g(xn)−∇g(Txn)‖)].

Thus we have

γnβn(1− βn)ρ∗s2(‖∇g(xn)−∇g(Tnxn)‖) ≤ Dg(p, xn)−Dg(p, xn+1). (5.4)

Since {Dg(p, xn)}n∈N converges, together with the control condition (5.2), we have

lim inf
n→∞

ρ∗s2(‖∇g(xn)−∇g(Txn)‖) = 0.

Therefore, from the property of ρ∗s2 we deduce that

lim inf
n→∞

‖∇g(xn)−∇g(Txn)‖ = 0.

Since ∇g∗ is uniformly norm-to-norm continuous on bounded subsets of E∗ (see, for example,
[31]), we arrive at

lim inf
n→∞

‖xn − Txn‖ = 0. (5.5)
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Theorem 5.3. Let C be a nonempty, closed and convex subset of a reflexive Banach space E.
Let g : E → R be a strongly coercive Bregman function which is locally bounded, locally uni-
formly convex and locally uniformly smooth on E. Let T : C → C be a Bregman nonspreading
mapping with F (T ) 6= ∅. Let {αn}n∈N and {βn}n∈N be two sequence in [0, 1] satisfying the
control conditions

∑∞
n=1 γnβn(1 − βn) = +∞. Let {xn}n∈N be a sequence generated by the

algorithm (5.1). Then, there exists a subsequence {xni
}i∈N of {xn}n∈N which converges weakly

to a fixed point of T as i→∞.

Proof. It follows from Theorem 5.2 that {xn}n∈N is bounded and lim infn→∞ ‖Txn− xn‖ = 0.
Since E is reflexive, then there exists a subsequence {xni

}i∈N of {xn}n∈N such that xni
⇀ p ∈ C

as i→∞. In view of Proposition 3.3, we conclude that p ∈ F (T ) and the desired conclusion
follows.

The construction of fixed points of nonexpansive mappings via Halpern’s algorithm [9]
has been extensively investigated recently in the current literature (see, for example, [20]
and the references therein). Numerous results have been proved on Halpern’s iterations for
nonexpansive mappings in Hilbert and Banach spaces (see, e.g., [18, 25, 27]).

Before dealing with the strong convergence of a Halpern-type iterative algorithm, we need
the following lemmas.

Lemma 5.4 ([14]). Let {an}n∈N be a sequence in R with a subsequence {ani
}i∈N such that

ani
< ani+1 for all i in N. Then there exists another subsequence {amk

}k∈N such that for all
(sufficiently large) number k we have

amk
≤ amk+1 and ak ≤ amk+1.

In fact, we can set mk = max{j ≤ k : aj < aj+1}.

Lemma 5.5 ([30]). Let {sn}n∈N be a sequence of nonnegative real numbers satisfying

sn+1 ≤ (1− γn)sn + γnδn, ∀n ≥ 1,

where {γn}n∈N and {δn}n∈N satisfy the conditions:

(i) {γn}n∈N ⊂ [0, 1] and
∑∞

n=1 γn = +∞, or equivalently, Π∞n=1(1− γn) = 0;

(ii) lim supn→∞ δn ≤ 0, or

(ii)’
∑∞

n=1 γnδn <∞.

Then, limn→∞ sn = 0.
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Theorem 5.6. Let C be a nonempty, closed and convex subset of a reflexive Banach space E.
Let g : E → R be a strongly coercive Bregman function which is locally bounded, locally uni-
formly convex and locally uniformly smooth on E. Let T : C → C be a Bregman nonspreading
mapping with F (T ) 6= ∅. Let {αn}n∈N and {βn}n∈N be two sequences in [0, 1] satisfying the
following control conditions:

(a) limn→∞ αn = 0;

(b)
∑∞

n=1 αn = +∞;

(c) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Let {xn}n∈N be a sequence generated by
u ∈ C, x1 ∈ C chosen arbitrarily,
yn = ∇g∗[βn∇g(xn) + (1− βn)∇g(Txn)],
xn+1 = projgC(∇g∗[αn∇g(u) + (1− αn)∇g(yn)]) for n in N,

(5.6)

Then the sequence {xn}n∈N defined in (5.6) converges strongly to projgF (T )u as n→∞.

Proof. We divide the proof into several steps. In view of Lemma 3.1, we conclude that F (T )
is closed and convex. Set

z = projgF (T )u.

Step 1. We prove that {xn}n∈N and {yn}n∈N are bounded sequences in C.
We first show that {xn}n∈N is bounded. Let p ∈ F (T ) be fixed. In view of Lemma 2.7 and
(5.6), we have

Dg(p, yn) = Dg(p,∇g∗[(1− βn)∇g(xn) + βn∇g(Txn))
= V (p, (1− βn)∇g(xn) + βn∇g(Txn)])
≤ (1− βn)V (p,∇g(xn)) + βnV (p,∇g(Txn))
= (1− βn)Dg(p, xn) + βnDg(p, Txn)
≤ (1− βn)Dg(p, xn) + βnDg(p, xn)
= Dg(p, xn).

This, together with (5.1), implies that

Dg(p, xn+1) = Dg(p, projgC(∇g∗[αn∇g(u) + (1− αn)∇g(yn)]))
≤ Dg(p,∇g∗[αn∇g(u) + (1− αn)∇g(yn)])
= V (p, αn∇g(u) + (1− αn)∇g(yn))
≤ αnV (p,∇g(u)) + (1− αn)V (p,∇g(yn))
= αnDg(p, u) + (1− αn)Dg(p, yn)
≤ αnDg(p, u) + (1− αn)Dg(p, yn)
≤ αnDg(p, u) + (1− αn)Dg(p, xn)
≤ max{Dg(p, u), Dg(p, xn)}.

20



By induction, we obtain

Dg(p, xn+1) ≤ max{Dg(p, u), Dg(p, x1)} (5.7)

for all n in N. It follows from (5.7) that the sequence {Dg(p, xn)}n∈N is bounded and hence
there exists M7 > 0 such that

Dg(p, xn) ≤M7, ∀n ∈ N. (5.8)

In view of Definition 2.3, we deduce that the sequence {xn}n∈N is bounded. Since T is a
Bregman quasi-nonexpansive mapping from C into itself, we conclude that

Dg(p, Txn) ≤ Dg(p, xn), ∀n ∈ N. (5.9)

This, together with Definition 2.3 and the boundedness of {xn}n∈N, implies that {Txn}n∈N is
bounded. The function g is bounded on bounded subsets of E and therefore∇g is also bounded
on bounded subsets of E∗ (see, for example, [2, Proposition 1.1.11] for more details). This, to-
gether with Step 1, implies that the sequences {∇g(xn)}n∈N, {∇g(yn)}n∈N and {∇g(Txn)}n∈N
are bounded in E∗. In view of Proposition 2.6, we obtain that dom g∗ = E∗ and g∗ is strongly
coercive and uniformly convex on bounded subsets of E. Let s3 = sup{‖∇g(xn)‖, ‖∇g(Txn)‖ :
n ∈ N} and let ρ∗s3 : E∗ → R be the gauge of uniform convexity of the conjugate function g∗.

Step 2. We prove that

Dg(z, yn) ≤ Dg(z, xn)− βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Txn)‖), ∀n ∈ N. (5.10)

For each n in N, in view of the definition of Bregman distance ((1.2)), Lemma 2.7 and (2.4),
we obtain

Dg(z, yn) = g(z)− g(yn)− 〈z − yn,∇g(yn)〉
= g(z) + g∗(∇g(yn))− 〈yn,∇g(yn)〉 − 〈z,∇g(yn)〉+ 〈yn,∇g(yn)〉
= g(z) + g∗((1− βn)∇g(xn) + βn∇g(Txn))
− 〈z, (1− βn)∇g(xn) + βn∇g(Txn))〉
≤ (1− βn)g(z) + βng(z) + (1− βn)g∗(∇g(xn)) + βng

∗(∇g(Txn))
− βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Txn)‖)
− (1− βn)〈z,∇g(xn)〉 − βn〈z,∇g(Txn)〉

= (1− βn)[g(z) + g∗(∇g(xn))− 〈z,∇g(xn)〉]
+ βn[g(z) + g∗(∇g(Txn))− 〈z,∇g(Txn)〉]
− βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Txn)‖)

= (1− βn)[g(z)− g(xn) + 〈xn,∇g(xn)〉 − 〈z,∇g(xn)〉]
+ βn[g(z)− g(Txn) + 〈Txn,∇g(Txn)〉 − 〈z,∇g(Txn)〉]
− βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Trnxn)‖)

= (1− βn)D(z, xn) + βnD(z, Txn)
− βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Txn)‖)
≤ (1− βn)Dg(z, xn) + βnDg(z, xn)
− βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Txn)‖)

= D(z, xn)− βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Txn)‖).
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In view of Lemma 2.7 and (5.10), we obtain

Dg(z, xn+1) = Dg(z, projgC(∇g∗[αn∇g(u) + (1− αn)∇g(yn)]))
≤ Dg(z,∇g∗[αn∇g(u) + (1− αn)∇g(yn)])
= V (z, αn∇g(u) + (1− αn)∇g(yn))
≤ αnV (z,∇g(u)) + (1− αn)V (z,∇g(yn))
= αnDg(z, u) + (1− αn)Dg(z, yn)
≤ αnDg(z, u)

+ (1− αn)[Dg(z, xn)− βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Txn)‖)].

(5.11)

Let

M8 := sup{|Dg(z, u)−Dg(z, xn)|+ βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Txn)‖) : n ∈ N}.

It follows from (5.11) that

βn(1− βn)ρ∗s3(‖∇g(xn)−∇g(Txn)‖) ≤ Dg(z, xn)−Dg(z, xn+1) + αnM8. (5.12)

Let
zn = ∇g∗[αn∇g(u) + (1− αn)∇g(yn)].

Then xn+1 = projgC(zn) for all n in N. In view of Lemma 2.7 and (5.10) we obtain

Dg(z, xn+1) = Dg(z, projgC(∇g∗[αn∇g(u) + (1− αn)∇g(yn)]))
≤ Dg(z,∇g∗[αn∇g(u) + (1− αn)∇g(yn)])
= V (z, αn∇g(u) + (1− αn)∇g(yn))
≤ V (z, αn∇g(u) + (1− αn)∇g(yn)− αn(∇g(u)−∇g(z)))
− 〈∇g∗[αn∇g(u) + (1− αn)∇g(yn)]− z,−αn(∇g(u)−∇g(z))〉

= V (z, αn∇g(z) + (1− αn)∇g(yn)) + αn〈zn − z,∇g(u)−∇g(z)〉
≤ αnV (z,∇g(z)) + (1− αn)V (z,∇g(yn)) + αn〈zn − z,∇g(u)−∇g(z)〉
= αnDg(z, z) + (1− αn)Dg(z, yn) + αn〈zn − z,∇g(u)−∇g(z)〉
= (1− αn)Dg(z, xn) + αn〈zn − z,∇g(u)−∇g(z)〉.

(5.13)

Step 3. We show that xn → z as n→∞.

Case 1. If there exists n0 in N such that {Dg(z, xn)}∞n=n0
is non-increasing, then {Dg(z, xn)}n∈N

is convergent. Thus, we have Dg(z, xn) − Dg(z, xn+1) → 0 as n → ∞. This, together with
(5.12) and conditions (a) and (c), implies that

lim
n→∞

ρ∗s3(‖∇g(xn)−∇g(Txn)‖) = 0.

Therefore, from the property of ρ∗s3 we deduce that

lim
n→∞

‖∇g(xn)−∇g(Txn)‖ = 0. (5.14)
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Since ∇g∗ = (∇g)−1 (Lemma 2.4) is uniformly norm-to-norm continuous on bounded subsets
of E∗ (see, for example, [31]), we arrive at

lim
n→∞

‖xn − Txn‖ = 0. (5.15)

On the other hand, we have

Dg(Txn, yn) = Dg(Txn,∇g∗[βn∇g(xn) + (1− βn)∇g(Txn)])
= V (Txn, βn∇g(xn) + (1− βn)∇g(Txn))
≤ βnV (Txn,∇g(xn)) + (1− βn)V (Txn,∇g(Txn))
= βnDg(Txn, xn) + (1− βn)Dg(Txn, Txn)
= βnDg(Txn, xn).

This, together with Lemma 2.1 and (5.15), implies that

lim
n→∞

Dg(Txn, yn) = 0.

Similarly, we have

Dg(yn, zn) ≤ αnDg(yn, u) + (1− αn)Dg(yn, yn) = αnDg(yn, u)→ 0 as n→∞.

In view of Lemma 2.1 and (5.15), we conclude that

lim
n→∞

‖yn − Txn‖ = 0 and lim
n→∞

‖zn − xn‖ = 0.

Since {xn}n∈N is bounded, together with (2.5) we can assume there exists a subsequence
{xni
}i∈N of {xn}n∈N such that xni

⇀ y ∈ F (T ) (Proposition 3.3) and

lim sup
n→∞

〈xn − z,∇g(u)−∇g(z)〉 = lim
i→∞
〈xni
− z,∇g(u)−∇g(z)〉

= 〈y − z,∇g(u)−∇g(z)〉 ≤ 0.

We thus conclude

lim sup
n→∞

〈zn − z,∇g(u)−∇g(z)〉 = lim sup
n→∞

〈xn − z,∇g(u)−∇g(z)〉 ≤ 0.

The desired result follows from Lemmas 2.1 and 5.5 and (5.13).

Case 2. Suppose there exists a subsequence {ni}i∈N of {n}n∈N such that

Dg(z, xni
) < Dg(z, xni+1)

for all i in N. By Lemma 5.4, there exists a non-decreasing sequence {mk}k∈N of positive
integers such that mk →∞,

Dg(z, xmk
) < Dg(z, xmk+1) and Dg(z, xk) ≤ Dg(z, xmk+1), ∀k ∈ N.
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This, together with (5.12), implies that

βmk
(1−βmk

)ρ∗s3(‖∇g(xmk
)−∇g(Txmk

)‖) ≤ Dg(z, xmk
)−Dg(z, xmk+1)+αmk

M8 ≤ αmk
M8, ∀k ∈ N.

Then, by conditions (a) and (c), we get

lim
k→∞

ρ∗s3(‖∇g(xmk
)−∇g(Txmk

)‖) = 0.

By the same argument, as in Case 1, we arrive at

lim sup
k→∞

〈zmk
− z,∇g(u)−∇g(z)〉 = lim sup

k→∞
〈xmk

− z,∇g(u)−∇g(z)〉 ≤ 0. (5.16)

It follows from (5.13) that

Dg(z, xmk+1) ≤ (1− αmk
)Dg(z, xmk

) + αmk
〈zmk

− z,∇g(u)−∇g(z)〉. (5.17)

Since Dg(z, xmk
) ≤ Dg(z, xmk+1), we have that

αmk
Dg(z, xmk

) ≤ Dg(z, xmk
)−Dg(z, xmk+1) + αmk

〈zmk
− z,∇g(u)−∇g(z)〉

≤ αmk
〈zmk

− z,∇g(u)−∇g(z)〉.

In particular, since αmk
> 0, we obtain

Dg(z, xmk
) ≤ 〈zmk

− z,∇g(u)−∇g(z)〉.

In view of (5.16), we deduce that

lim
k→∞

Dg(z, xmk
) = 0.

This, together with (5.17), implies

lim
k→∞

Dg(z, xmk+1) = 0.

On the other hand, we have Dg(z, xk) ≤ Dg(z, xmk+1) for all k in N. This ensures that xk → z
as k →∞ by Lemma 2.1.
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